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CONFIGURATION AND ASSESSMENT OF A SENIOR LEVEL COURSE IN BIOMETRIC SYSTEMS

ABSTRACT

It is very important that modern topics be covered at the senior undergraduate level in order that students benefit from (1) advanced STEM concepts, (2) project based learning, (3) a systems level perspective and (4) real world applications. This will help students that proceed to graduate school and who take up employment in government or industry. This paper describes a senior level undergraduate course in biometrics, a multidisciplinary area that is highly relevant to society and which has a rapidly growing global market. The course objectives, broad learning outcomes and curricular plan are described. Assessment results based on the analysis of a concept inventory test and student surveys (target versus control group) related to the learning outcomes show that the course was very successful.
INTRODUCTION

Modern topics are continuously being introduced at the junior and senior undergraduate level. These topics include but are not limited to power systems [1], systems engineering [2], embedded system design [3], system-on-chip [4][5], green engineering [5] and biomedical engineering [6]. This keeps the curriculum current, prepares students for either graduate school or employment, introduces advanced STEM concepts and provides a systems perspective.

This paper introduces the curricular and assessment details of a senior level course in biometric systems. Biometrics is the science of recognizing and authenticating people using their physiological features [7][8][9]. By using biometrics, it is possible to establish an identity based on "who you are", rather than by "what you possess" (e.g., an ID card) or "what you remember" (e.g., a password). Interest in biometrics has increased significantly with a global market that is experiencing very rapid growth. Border and immigration control, restricted access to facilities and information systems, cybersecurity, crime investigations and forensic analysis are just a few of the primary application areas of biometrics used by commercial, government and law enforcement agencies. There is much research interest in different biometric systems with the main issues being high performance, ease of use and implementation, low cost and high user acceptance. This course involves the study and design of various biometric systems (fingerprints, voice, face, iris and other modalities). Multibiometric systems are also covered. This includes feature fusion, classifier fusion and systems that use two or more biometric modalities. Biometric system performance and issues related to the security, ethics and privacy aspects of these systems will also be addressed.

There is an acute need for biometrics education at the undergraduate and graduate levels. Institutions world-wide have an established graduate program in biometrics and offer senior level undergraduate elective courses [10][11] in the area. The University of West Virginia offers a Bachelor of Science in Biometric Systems. The U.S. Naval Academy has a Biometrics Research Laboratory with an aim to enhance undergraduate biometrics education [11] where a senior undergraduate elective course on Biometric Signal Processing is offered that integrates lecture and laboratory experiences.

COURSE OBJECTIVES

The course objectives are given below. A Signals and Systems course is the prerequisite.

1. To develop a thorough understanding of the components of a biometric system, the concepts of verification and identification, system errors,
performance measures, biometric applications, ethical and privacy issues and biometric security.

2. To understand the basic concepts of pattern recognition including preprocessing, feature extraction, classifier implementation and data fusion.
3. To design and achieve a software implementation of at least one biometric modality.
4. To perform a case study of a practical biometric system.

LEARNING OUTCOMES

The student learning outcomes of the project include:

- Enhanced application of math skills.
- Enhanced software implementation skills.
- Enhanced interest in biometrics.
- Enhanced ability to read papers and apply algorithms (like robust feature extraction) to achieve a better design thereby providing research experience.
- Enhanced communication skills.
- Comprehension of the importance of vertical integration: Students realize that their experiences are part of a flow that contributes to a unified knowledge base.

TOPICAL OUTLINE AND PEDAGOGY

The list of topics to be covered is as follows:

1. Introduction to Biometrics: Components of a biometric system, the concepts of verification and identification, system errors, performance measures, biometric applications, ethical and privacy issues and biometric security.
2. Fundamentals of Pattern Recognition
3. Face Recognition
4. Fingerprint Recognition
5. Speaker Recognition
6. Iris Recognition
7. Biometric System Security

Although concepts covered in a typical Signals and Systems course is assumed knowledge, no background in pattern recognition is required. Hence, the first two topics take time to cover. It is important to cover the basics very well and give many examples of the practical uses of biometrics and where it is deployed. In covering pattern recognition, four classifiers [12][13][14] are covered, namely, k nearest neighbor (kNN), vector quantizer (VQ), neural networks (NN) and Gaussian mixture models (GMM). A systems perspective is taken to cover the modalities of face, fingerprint, speaker and iris
recognition with a focus on preprocessing and feature extraction. It is a challenge to cover security and one has very little time for this topic.

The course includes homework, quizzes, a case study and a final project. The homework includes reading assignments, analytical problems and software based questions. Examples are as follows:

1. Write a 700-1000 word synopsis of the article given below demonstrating your understanding of the article. You do not have to get into mathematical details. The synopsis should show your conceptual understanding.
   Article [15]:

2. Write a MATLAB program that implements the LBG algorithm with the following inputs and outputs:
   Input: Training data vectors of any finite dimension, desired codebook size equal to a power of 2.
   Output: Codebook of the desired size.
   Discuss briefly how this program could be modified to design a codebook of a size that is not a power of 2.
   Test your program by designing a codebook of size 1, 2 and 4 for the training data of dimension 3 given by: [1 2 5], [-4 6 8], [2 0 -1], [-1 -2 5], [2 3 8], [10 5 -6], [-10 9 4], [-2 -4 -7], [3 1 -2], [0 0 0], [2 3 -8], [11 2 -6], [3 -2 1], [6 -6 6], [-5 10 -15].

3. Consider a training set T consisting of M > 1 real vectors of dimension p. The training set is used to configure a VQ codebook of size 1 with the L1 distance measure given by

\[ d(x, y) = \sum_{i=1}^{p} |x(i) - y(i)| \]

where x and y are real vectors of dimension p. The components of x and y are x(i) and y(i) respectively. Prove that the optimal codebook of size 1 is the median of the vectors in T.

Students do a case study of a biometric system deployed in actual practice. A class presentation of this study is given. Examples include:

1. Iris recognition in Dubai airport.
2. Fingerprint system in Disneyworld.
3. US VISIT Program
4. Privacy issued: Medical records
5. Biometric passport
6. Transportation security (Airport, Train station, Bus station and others)
7. Electronic commerce
8. Wireless network security
9. Spoof detection
10. Biometrics in commercial applications (grocery stores, hotels and others)
11. Biometrics in forensics (criminal justice, corpse identification, disaster victim identification and others)
12. Biometrics and Smart Cards (federal identity cards)
13. Use of multibiometrics
14. Law, policy and ethical concerns

DESCRIPTION OF PROJECT

The course project can be on any biometric modality. The aim is to have certain attributes that teach concepts and skills. These include:

1. Software (MATLAB) implementation of an entire system.
2. Exposure to a standard database.
4. Preprocessing and feature extraction.
5. How does one train a system? This is classifier dependent.
6. How does one test a system and do performance evaluation? This is also classifier dependent.
7. Performance degradation due to mismatched training and testing conditions.
8. Open-ended design to augment performance due to mismatched training and testing conditions.

Speaker Identification Project [16]

One example is a speaker identification project using the King database [16]. The KING corpus [16] was created for research in the area of speaker identification. It was collected at two locations, namely, San Diego (26 speakers) and New Jersey (25 speakers). There are ten sessions for each speaker (numbered 01 to 10). Sessions were recorded a week to a month apart. The speech was passed through a standard telephone handset, transmitted through a local telephone exchange to a long distance service and back to the local exchange and then recorded from an analog telephone patch. There is both narrow-band communication channel and noise distortion. The speech is sampled at 8 kHz.

In this project, the 26 San Diego speakers are investigated. A peculiar anomaly of the narrow-band San Diego data is the phenomenon known as "The Great Divide". There is
an apparent change in the spectral characteristics of the narrow-band channel between sessions 1-5 and sessions 6-10. This involves a difference in spectral slope for the composite transfer functions in the two sets. Speaker identification algorithms generally perform well within the divide and perform poorly across the divide as a result. It is a challenge to get a high performance across the divide. Performance evaluation across the great divide is an excellent example of mismatched training and testing conditions.

The deliverables for the project are a formal report and MATLAB code organized in a modular fashion with a brief description on how to run the code. A vector quantizer (VQ) classifier is prescribed. Specific project tasks include:

1. Listen to the speech files. Are there any perceivable differences "across the divide"?
2. Train on sessions s01 to s05, one at a time. Use VQ codebooks of size 64. Record the speaker identification accuracy for the nine remaining test sessions for seven different channel robust features.
3. Compare the performance of the features.

Suggestions for open-ended design include but are not limited to:

1. Research other robust features.
2. Examine feature fusion strategies. Examples are decision level fusion, probability level fusion and Borda count.

**Face Identification Project [17]**

The project described in [17] only involved using a neural network classifier [14]. The present version of the project has been improved to include the study of more classifiers. The first part of the project is to gain familiarity with the AT&T database which is freely downloadable and contains a set of 400 face images. There are ten different images of each of 40 distinct subjects. For some subjects, the images were taken at different times, varying the lighting, facial expressions (open / closed eyes, smiling / not smiling) and facial details (glasses / no glasses). All the images were taken against a dark homogeneous background with the subjects in an upright, frontal position (with tolerance for some side movement).

Students are exposed to different functions in the Image Processing Toolbox of MATLAB including the reading of the image files (which are in PGM format) and displaying the images. The size of each image is 112 by 92 pixels, with 256 grey levels per pixel. Students learn the feature extraction step of converting an image to a 2-D DCT and scanning the 2-D DCT in a ‘zigzag’ fashion to get a 1-D feature vector [18]. Figure 1
depicts this concept. Students plot the feature vectors of the same subject and different subjects to comprehend the concepts of intraclass variability and interclass similarity.

![Figure 1. A ‘zigzag’ scanning of a 2-D DCT array to get a 1-D feature vector (taken from [17])](image)

In addition to the tasks above, students are asked to do the following:

1. Implement a face identification system for all 40 subjects such that 5 images are used for training and 5 are used for testing (or performance evaluation).
2. Use the scanned 1-D DCT as the feature vector and experiment to see the effect of different vector dimensions on performance.
3. Compare the performance of a k nearest Neighbor (kNN), weighted kNN, vector quantizer (VQ) and neural network classifier. For the weighted kNN, design your own weighting scheme. The multilayer perceptron (MLP) with one hidden layer is recommended as the neural network.
4. For the kNN and weighted kNN, what is the effect of k on the performance?
5. For the neural network, what is the effect of the number of hidden layer nodes on performance?

Suggestions for open-ended design include but are not limited to:

1. Research other features.
2. Examine classifier fusion strategies.
3. Use the Gaussian Mixture Model classifier [19] in combination with the SMOTE algorithm [20] to generate more training data. The GMM requires much training data to be successful. A MATLAB code to implement smote (smote.m) was emailed to the class.

The deliverables for this project are also a formal report and MATLAB code organized in a modular fashion with a brief description on how to run the code.
ASSESSMENT RESULTS

The assessment results are based on the course material and the face recognition project as this project was given the last time the course was taught.

Student Surveys

The senior class was divided into a target and control group. Surveys for both groups were conducted. The first four questions are common to both surveys. The control group consists of two sets of students, namely, (1) students in the biometrics class who are surveyed at the beginning of the semester before being exposed to the course material and the project and (2) students who did not do the project since they were not in the biometrics class. This control group has 27 students. The target group consists of the 16 students who are in the biometrics class who are surveyed at the end of the semester.

We first analyze the results of the first four questions so that the target and control groups can be compared. In question 1, 14 areas in ECE are listed and students are asked to rate their interest in each area on a scale of 1 (not at all interested) to 5 (very interested). The true intent of this question is to assess student interest in areas related to biometrics. This true intent is hidden from the student participants. Among the list, there are three areas related to biometrics. Table 1 shows the results comparing the target and control groups. A two sample statistical t-test with a 5% significance level and unequal variances [21] is performed to determine if the score for the target group is significantly better than the score for the control group. A p-value of less than 0.05 indicates a statistically significant difference.

<table>
<thead>
<tr>
<th>Interest in Course</th>
<th>Target (Mean, Median, Standard Deviation)</th>
<th>Control (Mean, Median, Standard Deviation)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image Processing</td>
<td>3.94, 4.00, 1.1815</td>
<td>3.59, 4.00, 1.3661</td>
<td>0.1945, not significant</td>
</tr>
<tr>
<td>Speech Processing</td>
<td>3.56, 4.00, 1.4127</td>
<td>3.04, 3.00, 1.1596</td>
<td>0.1096, not significant</td>
</tr>
<tr>
<td>Biometrics engineering</td>
<td>3.88, 4.00, 1.2583</td>
<td>3.00, 3.00, 1.3009</td>
<td>0.0184, significant</td>
</tr>
</tbody>
</table>

Table 1 – Scores and p-value for Target and Control Group for Interest in Certain Courses (Question 1)

In question 2, a list of 22 elective courses (with generic titles) is given and students rate their interest in taking each on a scale of 1 to 5. A combined score is calculated using six
courses relevant to biometrics, namely, computer forensics, biometric signal processing, machine learning, digital image processing, pattern recognition and biometric security technologies. For questions 3 and 4, fourteen subject areas are given. For question 3, students rate each area in terms of pursuing a graduate degree. In question 4, students rate their interest in pursuing a career. A combined score is calculated using five subject areas related to biometrics, namely, image processing, computer forensics, machine learning, biometrics and speech processing. Table 2 gives the results. For questions 2 and 4, there is a statistically significant difference in the target and control groups. For question 3, the p-value is very close to 0.05.

<table>
<thead>
<tr>
<th>Question</th>
<th>Target (Mean, Median, Standard Deviation)</th>
<th>Control (Mean, Median, Standard Deviation)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 – Interest in Elective Courses</td>
<td>3.73, 4.00, 1.3177</td>
<td>3.44, 3.50, 1.3372</td>
<td>0.0449, significant</td>
</tr>
<tr>
<td>3 – Interest in Pursuing a Graduate Degree</td>
<td>3.40, 4.00, 1.2284</td>
<td>3.11, 3.00, 1.3364</td>
<td>0.0543, not significant</td>
</tr>
<tr>
<td>4 – Interest in Pursuing a Career</td>
<td>3.35, 3.00, 1.3510</td>
<td>2.78, 3.00, 1.3858</td>
<td>0.0017, significant</td>
</tr>
</tbody>
</table>

Table 2 – Scores and p-value for Target and Control Group for Questions 2 to 4

Table 3 shows the results for questions that were exclusively asked to the target group. Students rated each statement on a scale of 1 to 5 (1-Strongly disagree, 2-Disagree, 3-Neutral, 4-Agree and 5-Strongly Agree). For all the statements, the median score was at least 4 indicating that many learning outcomes were achieved. The high standard deviations are due to the relatively small number of students in the target group coupled with the variation in the opinions.

With respect to student perception of vertical integration, the majority of the students felt that previous courses in mathematics (calculus and linear algebra), signals and digital signal processing were the most relevant. Courses in physics (mechanics and electricity), chemistry and analog circuits were expectedly not relevant.

Concept Inventory Test [22][23]

At the end of the semester, a concept inventory test consisting of 6 multiple choice questions, 3 filling in the blank questions, 3 short answer and 1 problem (relating to biometric identification using a kNN classifier) was given. The mean score was 76% and the median score was 81%. The students scored lowest on the problem. While this result demonstrates reasonable achievement of the instructional objectives, the instructor plans
to improve the course in future offerings by making homework problems more rigorous.
In the next offering of the course, the procedure in [22][23] will be followed, conducting
a test at the beginning and end of the semester in order to do a statistical evaluation of
student learning.

<table>
<thead>
<tr>
<th>Statement</th>
<th>Mean</th>
<th>Median</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>The laboratory project as a whole helped reinforce MATLAB software skills.</td>
<td>4.06</td>
<td>4</td>
<td>0.7719</td>
</tr>
<tr>
<td>The laboratory project as a whole helped reinforce written communication skills.</td>
<td>3.56</td>
<td>4</td>
<td>0.6292</td>
</tr>
<tr>
<td>The laboratory project provided me with a basic background in pattern recognition/biometrics.</td>
<td>4.19</td>
<td>4</td>
<td>0.9106</td>
</tr>
<tr>
<td>The open-ended part of the laboratory project helped me gain research experience on the performance aspects of biometric systems.</td>
<td>4.06</td>
<td>4</td>
<td>0.6801</td>
</tr>
<tr>
<td>This course has achieved its objective of raising awareness of biometrics as a field.</td>
<td>4.19</td>
<td>4.5</td>
<td>0.9106</td>
</tr>
<tr>
<td>This course has achieved its objective of providing me with a fundamental background by addressing a broad spectrum of topics in biometrics.</td>
<td>4.19</td>
<td>4</td>
<td>0.6551</td>
</tr>
<tr>
<td>I believe that the knowledge set and skills I have obtained in this class make me better qualified for graduate study and/or career options in biometrics.</td>
<td>3.94</td>
<td>4</td>
<td>0.9287</td>
</tr>
<tr>
<td>I am now more likely to follow popular media news / developments / programs that relate to biometrics as compared to the beginning of the semester.</td>
<td>3.69</td>
<td>4</td>
<td>1.0782</td>
</tr>
</tbody>
</table>

Table 3 – Target Group Project Survey Results

**SUMMARY AND CONCLUSIONS**

A senior level elective in biometrics is described. The central feature of the course is a
project in which students implemented a complete system, did a performance evaluation
and understood one of the main problems in biometrics research, namely the lack of
robustness due to mismatched training and testing conditions. Preliminary data suggests
that the senior level biometrics course has achieved many learning outcomes, given the
students a perception of the usefulness of vertical integration and stimulated interest in
biometrics. Surveys conducted after the project revealed that the students perceived the
project as successful in meeting the desired learning outcomes. Target versus control
group surveys show that students who completed the project have more interest in
biometrics than their peers who did not. Assessment activities will be expanded in future
offerings of the course.
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