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Abstract—Magnetic resonance imaging (MRI) is routinely used for brain tumor diagnosis, treatment planning, and post-treatment surveillance. Recently, various models based on deep neural networks have been proposed for the pixel-level segmentation of tumors in brain MRIs. However, the structural variations, spatial dissimilarities, and intensity inhomogeneity in MRIs make segmentation a challenging task. We propose a new end-to-end brain tumor segmentation architecture based on U-Net that integrates Inception modules and dilated convolutions into its contracting and expanding paths. This allows us to extract local structural as well as global contextual information. We performed segmentation of glioma sub-regions, including tumor core, enhancing tumor, and whole tumor using Brain Tumor Segmentation (BraTS) 2018 dataset. Our proposed model performed significantly better than state-of-the-art U-Net-based model ($p < 0.05$) for tumor core and whole tumor segmentation.

I. INTRODUCTION

Machine learning techniques based on deep neural networks have become increasingly common in the medical imaging field in recent years \cite{1}. One of the challenging problems in medical imaging is the pixel level segmentation of various biological structures in a given image, e.g., segmentation of brain tumors in MRIs \cite{2, 3}. Accurate and timely segmentation of brain tumors can help physicians with the diagnosis, treatment planning, and post-treatment surveillance \cite{2}.

The accurate segmentation of various structures in an image is dependent upon the extraction of local structural and global contextual information. Several multi-path architectures have been proposed in the medical image segmentation literature which extract information from given data at multiple scales \cite{4, 5}. U-Net, proposed by Ronneberger et al., is commonly used for the segmentation of various structures in medical images \cite{7}. U-Net is built using (1) a contracting path, which captures high-resolution, contextual features while downsampling at each layer, and (2) an expanding path, which increases the resolution of the output through upsampling at each layer \cite{7}. The features from the contracting path are fused with features from the expanding path through long skip connections, ensuring localization of the extracted contextual features \cite{8}. U-Net was originally developed and applied to cell tracking; however, more recently, the model has been applied to other medical segmentation tasks, such as brain vessel segmentation, brain tumor segmentation, and retinal segmentation \cite{9, 11}. Variations of U-Net, such as 3D U-Net, GRA U-Net, RIC-UNet, PsLSNet, and SDResU-Net, have been proposed to tackle different segmentation problems in medical imaging \cite{6, 12, 14}.

The concept of extracting and aggregating features at multiple scales has also been accomplished by Inception modules \cite{15}. However, the mechanism of multi-scale feature extraction is different compared to multi-path architectures \cite{4, 6}. Each Inception module applies filters of various sizes at each layer and concatenates resulting feature maps \cite{15}. Inception modules within U-Net have also been recently proposed for brain tumor segmentation, left atrial segmentation, and liver segmentation \cite{3, 16, 18}.

Several extensions and modifications to the Inception module have been proposed, such as dilated (also known as atrous) convolutions \cite{19}. Dilated convolutions enable the learned filters in a convolutional neural network (CNN) to have larger receptive fields with fewer parameters, thereby reducing the computational cost. Inception modules using dilated convolutions have also been utilized to improve image resolution, visual saliency prediction, change detection in multi-sensor images, and learning optical flow \cite{20, 23}. Recently introduced dilated residual Inception block accomplish multi-scale feature extraction in an end-to-end, fully convolutional retinal depth estimation model \cite{24}.

We introduce an end-to-end brain tumor segmentation framework based on U-Net architecture with dilated Inception modules, referred to as Dilated Inception U-Net (DIU-Net), to accomplish multi-scale feature extraction. We demonstrate that integrating dilated convolutions within Inception modules results in significant improvement ($p < 0.05$) in the segmentation of two of the three glioma sub-regions, i.e., tumor core and whole tumor.

II. METHODS

II-A. Dilated Inception U-Net (DIU-Net) Architecture

We propose to integrate dilated convolutions and Inception modules in the U-Net architecture \cite{20}. In our settings, each dilated Inception module consists of three $1 \times 1$ convolution operations, each followed by one $l$-dilated convolutional filter with $l = 1, 2,$ and $3$. The $1 \times 1$
convolution filters perform dimensionality reduction, while three \( l \)-dilated convolutional filters each of size \( 3 \times 3 \) implement atrous convolutions. The schematic layout of a dilated inception module is provided in Fig. 1A and a detailed description of dilated convolution filters is provided in Section II-B. Finally, we use the rectified linear unit (ReLU) as the activation function and performed batch normalization in each dilated Inception module \[25\].

In Fig. 1 we present the detailed architecture of our proposed DIU-Net. We used a contracting-expanding architecture, resembling U-Net, with a bottleneck in the middle. The number of filters double at each layer on the contracting side and halve on the expanding side. On the other hand, the size of the output feature map (height and width) halves on the contracting side and doubles on the expanding side. We perform downsampling using max-pooling on the contracting path and upsampling on the expanding path. We also perform feature concatenation on the expanding path, i.e., features from the corresponding layer of the contracting path are concatenated with those on the expanding path. At the last layer on the expanding path, the output height and width are equal to the height and width of the original input images. At the output, we perform \( 1 \times 1 \) convolutions to reduce the depth of the last feature map equal to the number of segmentation classes (i.e., tumor regions). Finally, a pixel-wise activation is performed to convert feature maps into binary segmentation outputs.

II-B. Dilated Convolutions

We consider an image \( I \) of size \( m \times n \) and a discrete convolutional filter \( w \) of size \( k \times k \). The linear convolutional operation between the image \( I \) and the filter \( w \) is given by:

\[
(I * w)(p) = \sum_s I[p+s]w[s].
\]

The simple convolution operation can be generalized to \( l \)-dilated convolution \((*_l)\) as \[19\]:

\[
(I *_l w)(p) = \sum_s I[p+ls]w[s].
\]

It is evident that for \( l = 1 \), we get the the simple convolutional operation given in \[1\] However, for \( l > 1 \), \( l-1 \) zeroes are inserted between each filter element, creating a \( k_x \times k_y \) scaled and sparse filter, where \( k_i \) is defined as:

\[
k_i = k + (k - 1)(l - 1),
\]

\[
= l(k - 1) + 1.
\]

The scaling \( s \) increases the receptive field of the filter by a factor \((\frac{k}{k})^2\).

\[
k_s = \frac{k + (k - 1)(l - 1)}{k}, \quad (5)
\]

\[
l + \left(\frac{-l + 1}{k}\right), \quad (6)
\]

The receptive field of the filter increases linearly with \( l \), while the number of elements \((k \times k)\) remains fixed. In Fig. 2 we present \( l \)-dilated convolution filters of size \( 3 \times 3 \) for \( l = 1, 2 \), and 3.

II-C. Dataset and Pre-Processing

We used BRATS 2018 dataset for our experiments \[26\]. The dataset includes MRIs of 210 high-grade glioma (HGG) and 75 low-grade glioma (LGG) patients. Each patient’s data consists of four MRI sequences: T2-weighted (T2), T1, T1 with gadolinium enhancing contrast (T1C), and Fluid-Attenuated Inversion Recovery (FLAIR) images. BRATS also provides pixel-level manual segmentation markings for three intra-tumoral structures: necrotic and non-enhancing tumor core (label = 1), peritumoral edema (label = 2), and enhancing tumor (label = 4). From the intra-tumoral structures, the following glioma sub-regions \[27\] were defined: whole tumor (WT) which encompasses all three intra-tumoral structures (i.e., \( \{1, 2, 4\} \)), tumor core (TC) that contains all but the peritumoral edema (i.e., \( \{1, 2\} \)), and enhancing tumor (ET) (label = 4), where \( \cup \) represents union operation.

The BRATS dataset is provided in a preprocessed format, i.e., all the images are skull-stripped, resampled to an isotropic 1mm³ resolution, and all four modalities of each patient are co-registered. We applied additional pre-processing that included (in order): 1) computing the bounding box of the brain in each image, and extracting the selected portion of the image, effectively zooming in on the brain and discounting excess background pixels, 2) re-sizing the cropped image to \( 128 \times 128 \) pixels, 3) discarding images which contained no tumor regions in the ground truth segmentation, 4) applying an intensity windowing function to each image such that the lowest 1% and highest 99% of pixel values were mapped to 0 and 255, respectively, and 5) applying z-score normalization to each image i.e., subtracting the mean and dividing by the standard deviation of the dataset.

The input to DIU-Net is an \( N \times M \times D \) pixel image, where \( N = M = 128 \) pixels and \( D = 4 \) which represents four MRI modalities. The output of the model is an \( N \times M \times K \) tensor, where \( K = 3 \) and represents total number of segmentation classes, i.e., three intra-tumoral structures. Each slice of \( K \) is a binary image and represents the predicted segmentation for the \( i^{th} \) class where \( 0 \leq i \leq K - 1 \).
Figure 1. DIU-Net architecture with contracting and expanding path and a bottleneck in the middle is presented. The set of numbers shown below each Inception module indicates the total number of filters used, height, width, and depth of the input feature map. On the contracting path, the multiplication by 3 indicates three $l$-dilated convolutional filters. On expanding path, the concatenation of the feature maps from the contracting path doubles the depth of the output feature map, hence the multiplication by 6. (A) Dilated Inception module with three $l$-dilated convolutional filters and $1 \times 1$ dimensional reduction convolution filters is presented.

II-D. Evaluation Metric and the Loss Function

Dice Similarity Coefficient or simply the Dice score is extensively used for the evaluation of segmentation algorithms in medical imaging applications [28]. The Dice scores between a predicted binary image $P$ and a ground truth binary image $G$, both of size $N \times M$ is given by:

$$
\text{Dice}(P, G) = \frac{2 \sum_{i=0}^{N-1} \sum_{j=0}^{M-1} P_{ij} G_{ij}}{\sum_{i=0}^{N-1} \sum_{j=0}^{M-1} P_{ij} + \sum_{i=0}^{N-1} \sum_{j=0}^{M-1} G_{ij}}, \quad (7)
$$

where $i$ and $j$ represent pixel indices for the height $N$ and width $M$. The value of Dice score ranges between 0 and 1 and a higher score corresponds to a better match between the predicted image $P$ and the ground truth image $G$.

The loss function for DIU-Net is given by [3]:

$$
\mathcal{L}_{\text{Dice}}(P, G) = -\log \left[ \frac{1}{K} \sum_{i=0}^{K-1} \text{Dice}(P_i, G_i) \right]. \quad (8)
$$

II-E. Training, Testing, and Evaluation of DIU-Net

We compared the performance of the proposed DIU-Net with Inception U-Net that did not incorporate dilated modules [3]. We trained both models under same conditions to ensure a fair comparison. Both models were trained using $k$-fold cross-validation scheme with $k = 10$. The dataset was randomly split into 10 mutually exclusive subsets of equal or near equal size. Each algorithm was run 10 times subsequently, each time taking one of the ten splits as the validation set and the rest as the training set. In our experiments, each model was trained 10 times using a different set of 90% of the data and validated on the remaining 10% data. This resulted in a total of 20 models, i.e., 10 models for U-Net with Inception modules, 10 models for DIU-Net. The Dice scores presented in the Results section are median values of the ten trained models.

We used stochastic gradient descent with an adaptive
Figure 3. Dice scores are presented for both U-Net with Inception module and DIU-Net using box plot. On the x-axis, we present glioma sub-regions including whole tumor (WT), tumor core (TC), and enhancing tumor (ET). The median values are denoted by the horizontal orange line and the mean values are denoted by the green triangle. The increased dice score is statistically significant for WT and TC ($p < 0.05$). We also note a significant reduction in the variability for the DIU-Net.

Figure 4. Dice scores are presented for an increasing number of epochs separately for each intra-tumoral structure during validation.

III. RESULTS

We present cross-validation Dice scores for all three glioma sub-regions using the box plot for both models in Fig. 3. We note that DIU-Net showed significant improvement in the whole tumor sub-region, i.e., Dice score increased from 0.925 to 0.931 with $p < 0.05$. Similarly, for the tumor core sub-region, the Dice score improved from 0.952 to 0.957 with $p < 0.05$. However, for the enhancing tumor, the change was not statistically significant, $p = 0.114$.

The validation Dice score curves plotted against the number of epochs for all intra-tumoral structures for the DIU-Net are presented in Fig. 4. The improvement in the segmentation over the number of epochs is evident. The segmentation results from one representative high-grade glioma and one low-grade glioma case are presented in Fig. 5. We note that the predicted segments (shown in the red block) of the glioma sub-regions are visually similar to the ground truth segments (shown in the black block).

IV. DISCUSSION AND CONCLUSIONS

We aimed to tackle the challenging problem of pixel-level segmentation in brain MRIs for tumor delineation, which, in turn, is essential for tumor diagnosis, identification, and surveillance. We introduced dilated convolutions in Inception modules and incorporated these modules into the U-Net architecture (DIU-Net). We extended our previously proposed framework and significantly improved its accuracy (measured using the Dice score) [3]. We used $k$-fold cross-validation and found that DIU-Net significantly improved ($p < 0.05$) the tumor segmentation performance in two of the three glioma sub-regions, i.e., whole tumor and tumor core.

We hypothesize that there is more contextual information for the whole tumor and tumor core, which DIU-Net was able to capture in the learning process. The results of enhancing tumor suggest that larger contextual information does not benefit model performance for this sub-region. This may be potentially linked to the small number of pixels in this sub-region relative to the...
other glioma sub-regions. It is essential to mention that DIU-Net is computationally more efficient, i.e., DIU-Net has 2.5 million fewer parameters than the U-Net with Inception modules. DIU-Net achieves significantly better results at a lesser computational cost (15% fewer parameters). The dice scores for each glioma sub-region are comparable or exceed the results of other recently published architectures, including No New-Net, which achieved second place in the BRATS 2018 competition [30], SDResU-Net [13], and the ensemble approach proposed in [31].

**Figure 5.** The segmentation results for a representative high-grade, and a low-grade glioma patient are presented. Images in blue blocks are the four MRI modalities. Images in the black blocks (top row) are the ground truth segments and are denoted by "GT" for all three glioma sub-regions (whole tumor - WT, tumor core - TC, and enhancing tumor - ET). Images in the red blocks (bottom row) are segmentation results and are denoted by "Pred".
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