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Solid-state nanopore based biosensors are cost effective, high-throughput engines for single molecule detection of biomolecules, which is useful for detecting epigenetic modifications on DNA; one of these being the potentially cancerous hypo, or hypermethylation of CpG islands. Despite its immense potential in the realm of disease diagnostics, nanopore detection as it stands faces various limitations that inhibit it from widespread commercial use. These include the complex method of solid-state nanopore fabrication, fast DNA translocations through the pore causing poor resolution, and poor signal to noise ratio. The following work aims to improve the efficacy of the solid-state nanopore biosensing platform as a disease diagnostic tool by improving ease of fabrication with automated MATLAB instrument control and controlled dielectric breakdown fabrication technique and increase signal resolution by using lithium chloride salt concentration gradients. In addition, methylated DNA labeled with certain methyl-binding proteins were tested in an attempt to localize areas of methylation on the DNA strand. These experiments yielded transport events that showed multilevel electrical signals that, in some instances, were able to distinguish between regions of bound protein and unbound DNA on the same strand. Increasing the accuracy of these multilevel event readings will aid in pinpointing localized regions of methylation on DNA and thereby increase the efficacy the solid-state nanopore platform for biosensing.
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Chapter 1

Introduction

Nanopore biosensing is an emerging and ever-changing field that has seen itself as an integral part of genome sequencing and is trending in the direction of disease diagnostics. In very rudimentary terms, nanopore sensors embody versatility with various types of pores available, including biological, synthetic, and hybrid varieties, each with their own unique capabilities and strengths. Consequently, each variety does also come with its unique set of challenges and limitations that mandates method optimization and modification of experimental conditions in order to overcome them and make this a viable platform. However, the end goal of providing real-time, high throughput disease diagnostics at an affordable cost makes the nanopore biosensing platform worth exploring regardless of the nuances.

With many of the world’s diseases now treatable when caught at an early enough stage, including many cancers that see mortality rate drop when caught and treated before stage 1, the challenge is now to find ways to facilitate early diagnostics to a wide population and make it affordable, robust, and accessible enough to catch diseases before they progress into uncurable states. Although still raw in its development, the nanopore platform as a biosensor demonstrates promise in addressing these challenges. The key to this concept is the detection of epigenetic modifications. In recent discovery, diseases have been found exhibit epigenetic changes, or alterations in gene expression and cellular function without changes to the original DNA sequence, prior to presenting the host with any detectable physical symptoms. With the ability to detect epigenetic modifications through nanoscopic changes on DNA molecules, nanopores serve as a very early
screening tool that allows for intervention before disease progression initiates. Early detection coupled with constant advances in medicine, with more targeted therapies, provides hope that one day diseases which were formerly considered death sentences, will become manageable chronic conditions, or even curable ailments.

The following work explores the solid-state nanopore platform for the detection of biomolecules, such as DNA. In particular, the focus was put on the widely used silicon nitride (SiNx) solid-state nanopore as it has been well studied as a biosensor already. The following chapters of this thesis investigate how modification of experimental parameters and optimization of conditions and techniques can improve signal resolution, robustness of results, and overall viability of the solid-state nanopore biosensor for diagnostic purposes and disease detection. Chapter 2 dives deeper into the nanopore platform including a brief history, its role in genomic sequencing and biosensing thus far, and current areas of possible improvement to the sensing platform. These areas of improvement provide the motivation for the research presented in the remainder of the text. Chapter 3 demonstrates the use of automation, a novel method of nanopore fabrication, as well the use of an experimental buffer solution that is not typically used in the field. Chapter 4 builds on the previous research and further explores how creating a concentration gradient of the aforementioned experimental buffer across the experimental chamber can have a two-fold benefit of increasing molecule translocation incidence and increasing signal resolution. Chapter 5 takes all of the knowledge acquired from the previous two chapters and applies it towards the detection of a potentially cancerous biomarker, methylation of certain cytosine bases, with the aid of different protein labels. This section also introduces the use of software and automation in terms of data analysis.
Chapter 6 explores just a few of the possible directions that may be traveled in the further refinement of this platform for diagnostic purposes.

Nanopore biosensing for disease diagnostics is an interesting reimagining of a reliable tool for genome sequencing. Although raw, the hopes are that with sufficient modification and optimization, nanopore biosensors can fit in the space of diagnostic tools to provide real time feedback and improve outcomes. This work aims to contribute to this attempt at optimization that stretches across the nanopore field.
Chapter 2

Nanopores For Sensing: A Review of the Field

2.1 An Introduction to Nanopores

A nanopore is a nanoscale sized aperture in an insulating membrane that separates two sides of a chamber filled with electrolyte solution. Nanopores are generally used in experiments for detection of biomolecules through principles of electrophoresis and ionic current spectroscopy. [1-3] The nanopore is placed in an experimental apparatus and submerged in an electrolyte buffer. A biased voltage is applied across the membrane through Ag/AgCl electrodes and the passing current is observed through a data acquisition board and a computer. When no molecule is passing through the pore, a steady open pore current is observed. As a biomolecule is introduced into the cis side of the chamber, it is drawn towards the trans compartment by the applied electrical field and begins to pass through the pore. As this occurs, part of the pore diameter is blocked, and a characteristic current drop is observed relative to the size of the molecule in relation to the pore size. When the molecule passes through, or translocates to the trans side, the current level returns to baseline level. There are two main types of nanopores: Solid-state and biological. The biological nanopore is a protein channel that gets inserted into a manmade lipid bilayer membrane. Artificially created lipid bilayer membranes can provide a biological environment in which ion channels and other transmembrane proteins can be incorporated ex vivo and can be studied for an extended duration in a cost-effective manner. Ever since the first artificial lipid bilayer membrane was created ex vivo in the early 1960s, [4, 5] artificially constructed model membranes have been extensively used to elucidate the functions of transmembrane proteins, [6-8] to study
membrane biophysics, [9-13] and to create protein-based sensors, such as biological nanopore based biosensors. [5, 14-18] The solid-state nanopore is a synthetic channel that is created manually in a dielectric membrane. This type of nanopore will be highlighted further later in this chapter and will be the focus of this entire thesis.

2.2 Nanopores for Sequencing

Nanopore technology is especially attractive for the application of DNA sequencing. DNA sequencing has been transformed over the past decade through the commercialization of new and relatively inexpensive short sequence reading technology. [19] However, although technology has improved sequence throughput and has decreased its cost, full genome analysis still requires several days and thousands of dollars to complete. [20, 21] Biological and solid-state nanopores offer a low-cost alternative that is driving the advancement of DNA sequencing even further. Nanopore sequencing devices are capable of the single-molecule detection of a wide variety of analytes of medical interest, ranging from small molecules to post-translationally modified proteins. The most widely used and well-studied biological nanopore protein used is alpha hemolysin (αHL), which is an exotoxin secreted by the bacterium *Staphylococcus aureus*. This nanopore structure remains functionally stable at temperatures close to 100 °C within a wide pH range, [1] and because of its proximity in size to single-stranded DNA molecules, [1] αHL can discriminate among single nucleotides by using ionic current inside the nanopore. In fact, the only available nanopore sensing device to date, the MinIon by Oxford Nanopore, uses a biologically inspired nanopore to analyze single stranded DNA base by base to genetically sequence it. [22] Although a useful research tool because of its well-defined structure, αHL has various drawbacks including
instability when introduced to slight changes in experimental conditions, errors in long DNA sequences, and a fixed inner dimension that sometimes creates obstacles for DNA detection. [23, 24] Lastly, nanopore sequencing methods, both biological and solid-state, are also plagued by ultrafast translocation speeds that do not allow for distinguishable base discrimination. [25]

2.3 Solid-State Nanopores as a Biosensor for Disease Detection

The benefits of the solid-state platform directly juxtapose the drawbacks of the biological platform. Solid-state experiments can be run at different temperatures, pH, salt types and concentrations, and high voltage without any discernable failure in the nanopore structure, or integrity. Another benefit is that you can adjust the size of the solid-state pore in a process called “tuning” to accommodate the size of the specific analyte that is being tested.[26-29] The most common and best characterized type is the silicon nitride (SiNx) nanopore membrane, although graphene, Al₂O₃, HfO₂, and even glass nanopore have been used for various applications. [30-33] Although solid-state pores are undoubtedly more robust than biological pores, typical use of solid-state nanopores for DNA sequencing is not seen because of erratic baseline currents, high signal to noise ratios and lower sensitivity to DNA bases when compared to biological pores. Because of this, it is difficult for a solid-state nanopore sensor to compete with what is already commercially available. An area that solid-state nanopores do fit into is the area of disease diagnostics. There is a clinical need for low cost biosensors and diagnostic tools for drug and disease screening, especially in developing countries and rural areas where these resources are not readily available. Furthermore, routine health screenings do not do enough to check for diseases like cancer that manifest slowly yet
become lethal if left untreated. In the United States, cancer is the second leading cause of death behind cardiac disease. Each year, millions of new cancer cases are diagnosed, with over 600,000 deaths relating to cancer per year. Globally, cancer is the cause of death of every 1 in 7 patients. [34] Oftentimes, a cancer diagnosis is made once a patient has already experienced symptoms or located a tumor. In most cases, this is already too late to intervene with the outlook of any beneficial outcomes. However, cancer detected in stage 0 or 1 can increase positive outcomes up to 90% for some cancer types. [34, 35] Cancer research is often centered around early detection and finding tumors before they metastasize.

DNA methylation, the covalent transfer of a methyl group (CH₃) onto the 5-carbon position of cytosine through DNA methyltransferases, is a natural epigenetic modification in DNA.[36, 37] Methylation regulates cell growth and proliferation by silencing repetitive transcription, or transposition areas, silencing retroviral elements, and regulating tissue-specific gene expression.[38] While DNA methylation is normal in the body, both hypomethylation and hypermethylation can be associated with cancer-specific diseases.[39, 40] Global DNA hypomethylation, the loss of methylation at typically highly methylated repeat sites, causes cancer by activating oncogenes and creating genomic instability. It also affects repetitive sequences, imprinted genes, tissue-specific genes, and genes associated with invasion and metastases. Regionally-specific hypermethylation, over-methylation of specific sections of DNA, commonly occurs at the promoter of CpG islands (CGIs) of tumor suppressor genes, causing the tumor suppressing gene to be silenced and the tumor to grow unregulated.[41] DNA methylation at the 5-carbon position of the cytosine nucleotide has been shown to
correspond to pre-cancerous genes including p16INKa, p15INK4b, RASSF1A, MLH1, GSTP1, CDH1, APC, and DAPK1.[42-50] By identifying these aberrant methylation patterns, researchers and medical professionals may be able to detect and diagnose cancer at early stages, decreasing the mortality rate and financial impact of the disease.

However, current methods of analyzing genome wide methylation rely heavily on bisulfide genomic sequencing. [51] This method requires a large sample volume due to DNA degradation during the bisulfite conversion and exhibits low PCR efficiency. [52-54] Previous studies have reported the feasibility of detecting cancer by methylation pattern analysis from genomic extracts of human bodily fluids such as plasma, serum, urine, and stool. [54-56] However, only a very small amount of methylated DNA can be obtained from the bodily fluids. [53] As a result, most conventional methylation assays are not suitable for detecting the extremely low level of methylated DNA in bodily fluids. This presents a need for a less labor intensive and direct method to characterize methylation in a cost effective and timely manner. Nanopore technology has the potential for detecting and characterizing biomolecules including DNA [5, 29, 57], RNA and proteins [58, 59], viruses [60], and polysaccharides [61]. As mentioned previously, when biomolecules pass through the nanopore, they cause ionic current blockages, which can be analyzed to characterize physical and chemical properties of the biomolecule. [1, 29, 62, 63] Previous work has investigated the possibility of nanopore based devices for detection of hypermethylation, coarse quantification of methylation sites, and coarse profiling of single dyad methylation pattern. Thus, there is promise in the nanopore technology toward precancerous and early-stage cancer detection. [43, 64] Nanopore technology is a cost effective, high throughput platform that could assist in these various
medical applications such as drug delivery devices and targeted biorecognition platforms. [65]

Solid-state nanopores’ ability to operate in various liquid media and pH conditions as well as their production being scalable and compatible with other detection techniques [66, 67] and common nanofabrication techniques makes the platform an easy choice for use as a diagnostic tool.[68] However, certain obstacles, such as controlling molecule translocation time and discriminating between nucleotide bases and proteins, introduce complications that limit possible commercial use of the solid-state nanopore. The topic of signal resolution will be visited many times in this thesis. As also seen in biological pores, the velocity of DNA transport is in some cases the biggest deterrent from integration of nanopore sensing into mainstream disease diagnostics. Factors affecting transport time range anywhere from the polarity of the molecule being tested, the makeup of the environment the molecule sits in, the strength of the electrical field applied, and the properties of the nanopore being used. As can be seen, there are many variables to this problem and many possible routes to travel along to try to solve these issues. Possible ways to address these shortcomings in signal resolution include upgrading the sensitivity of the data acquisition system, which in many cases may not be possible depending on the technology available, or the financial resources available to the area. Other more malleable methods to address this is by adjusting experimental conditions and techniques, which is the route we decided to go in for this following work that will be presented. Another major challenge facing solid-state nanopores lies within the fabrication process.[69] Nanopores are typically developed using beams of high energy particles either with a transmission electron microscope (TEM), or an ion beam
sculpting tool.[70] This equipment is expensive, requires an experienced operator, and is often impractical as nanopores can be easily destroyed in the process. These drawbacks make nanopore sensors impractical to researchers and discredit its viability in the clinical setting as a diagnostic tool.

Thus, this reveals the motivation for this graduate research. Improving the solid-state nanopore platform signal resolution and fabrication method will not only help advance the field, but it will bring the tool one step closer to making an impact in the lives of the hundreds of thousands of people that are affected by diseases like cancer each year.
Chapter 3
Fabrication of Solid-State Nanopores Using Controlled Dielectric Breakdown in LiCl Buffer\(^1\)

3.1 Background

As mentioned previously, the most common and well-studied method of solid-state nanopore fabrication is TEM drilling. This technique allows researchers in the field to create nanopores in a variety of medium and obtain clear visual evidence of nanopore size and shape. Although very precise, with sub nanometer reproducibility, and widely utilized in the research field, this method lacks practicality in that it requires a transmission electron microscope with a focused electron beam as well as a skilled operator to accurately fabricate a nanopore device. The microscope itself presents a barrier for smaller labs and companies in that it is large and ranges in price anywhere from $95,000 for Jeol or Philips models to over $100,000 for higher end Hitachi instruments. In addition, dry fabrication of the nanopore by TEM drilling requires the membrane to then be mounted into the testing apparatus, introducing various degrees of potential experimenter error that can damage the pore. These reasons create hesitation when considering nanopore sensors for more widespread use. The benefits of nanopore sensors in lower cost, real time sensing capabilities are in a way muted by the cost and time of creation when using the TEM drilling method. An alternative to TEM Drilling, called controlled dielectric breakdown, has been briefly explored as a viable method for solid-state nanopore creation in thin membranes.[71] This heavily biophysical model of nanopore formation was further investigated throughout my research and MATLAB code, coupled with a graphic user interface, was developed to control the fabrication of

\(^1\) Adapted, with permission, from J. Bello, 2018, “Solid-state nanopore fabrication in LiCl by controlled dielectric breakdown,” Biomedical Microdevices 20(2): p. 38.
the nanopores with ease. Although, controlled dielectric breakdown, has shown promise, as will be shown in the coming sections, it is not free from drawbacks. In the way that TEM drilling demonstrates great precision and control in terms of nanopore size and shape, controlled dielectric breakdown does not see the same accuracy.

Another explanation for lack of prevalence of nanopore biosensors in disease diagnostics is the immensely fast translocation times of single molecules through the pore cavity.[24] Oftentimes, molecule transport is so fast that, depending on the size of the nanopore, it is difficult to even detect a signal. This poses issues when the basis of nanopore detection depends on detecting changes in signal stemming from an occluded pore. Further, certain biomarkers for diseases, such as methylcytosine, are present only on certain nucleotide bases. So, not only is it difficult to track the DNA as it passes through the pore because it is so fast, but the area of interest on said DNA is very small. Consequently, careful control of pore size and experimental conditions are integral to success of detection. However as mentioned previously, where TEM drilling flourishes in control of pore size, controlled dielectric breakdown finds difficulties in achieving sub nanometer precision. Additional limitations for detection included the acquisition propensity of our data acquisition board. Therefore, other avenues were to be explored in hopes of increasing molecule resolution while bypassing limitations in data acquisition and inconsistent nanopore fabrication. With this in mind, a sensible direction to travel in was to alter experimental conditions to slow down DNA translocation velocity to a point that our current data acquisition systems can detect our analytes of interest.

Varying experimental parameters such as temperature, salt concentration, viscosity, and the electrical voltage across the nanopore as well as applying gel media to
physically entrap the transporting DNA strands has been utilized to slow DNA transport through solid-state nanopores.[72-74] Although effective, none of these methods has done much single handedly impact molecule resolution. Perhaps combining two, or more of these methods could have better outcomes, but varying many parameters is a large undertaking. Forced DNA-DNA interactions within pores have also been shown to increase molecule residence time when transporting through the nanopore by tethering one DNA molecule in the pore nanocavity and recording other molecules from the experimental sample that pass through the pore.[75]. However, in this case the behavior of one DNA molecule interacting with another is extremely unpredictable and would not lend itself to work well as a diagnostic tool.

Kowalczyk et al. utilized a buffer solution comprised of varying concentrations of lithium chloride to increase DNA molecule residence time within the nanopore.[76] Different monovalent cations (K+, Na+, Li+) impose different degrees of charge reduction on double stranded DNA[76, 77] with Li+ possessing the strongest binding affinity to dsDNA out of the three. With the overall net negative charge reduced, thereby making the DNA more net positive, the applied electrical field has less of an impact on drawing the DNA molecule through the nanopore and causes the DNA to slow down. This explains why potassium chloride and sodium chloride buffers have been traditionally used in nanopore experiments, but inexplicably, lithium chloride buffer had not been readily used. As shown in Kowalczyk et al., the increased binding affinity of lithium in their LiCl buffer resulted in dwell time increase of up to 10 fold when compared to experiments run in KCl.[76] Similar results were reported in Kwok et al. when using 3.6 M LiCl buffer instead of 1 M KCl for their DNA experiments. [71] It is important to note
that higher concentrations of salt have even been shown to increase dwell time long enough to detect previously undetectable moieties such as DNA knots translocating through solid-state pores.[78]

In the coming sections, our method of controlled dielectric breakdown of SiNx dielectric membranes in LiCl buffer is shown. The use of controlled dielectric breakdown is aimed to increase experimental efficiency and practicality while the fabricated in LiCl buffer is aimed to increase resolution. In addition, fabrication of the pore directly in LiCl not only minimized transfer of the nanopore device after fabrication, but it also resulted in a more stable pore immediately post fabrication.

3.2 Materials and Methods

For all experiments in this section, 10 nm thick SiNx membranes deposited on a 200 μm SiO₂ substrates with a 0.05 x 0.05 mm window were used to fabricate our nanopore devices using controlled dielectric breakdown. Although these devices can be made in house with the proper instrumentation, they are also commercially available and were purchased from Norcada (Alberta, Canada) to ensure quality and consistency. The membrane chips were pretreated with a solution consisting of 1:1 hydrogen peroxide and 70% isopropyl alcohol to promote hydrophilicity of the SiNx surface and discourage the attachment of air bubbles during fabrication. Air bubbles impede electrical current from freely passing from one side of the experimental chamber to the other. This poses issues in fabrication, as the leakage current through the membrane is suppressed and the experimenter cannot discern when a pore has actually formed, and also causes issues during experimentation as air bubbles within the pore nanocavity block the pore and do
not allow for free molecule translocation. Air bubbles in nanopore experiments should be prevented and avoided at all costs.

The experimental apparatus for the nanopore device consisted of the SiN\textsubscript{x} purchased from Norcada sandwiched in between two custom-made PMMA chambers. Each separate chamber holds about 200 $\mu$L of solution and has a small opening on its side. Upon pore formation, a complete channel is created that connects one chamber to the other. A schematic of our experimental setup is shown in Figure 1.

![Figure 1. Schematic of Nanopore Experimental Setup. A) A Keithley 6487 Pico Ammeter/Voltage source applies a sustained high voltage electrical field across a dielectric membrane fastened in between our experimental chamber. The voltage source is controlled through a MATLAB script that is run through the PC workstation. As the voltage is being applied, the leakage current is measured simultaneously by the voltage source. B) Horizontal experimental chamber sandwiches a dielectric membrane in between two PMMA compartments tightened by screws. Two rubber O-rings are used to create an airtight seal. The openings in the O-rings create a nanotunnel that focuses the possible area of fabrication into a smaller region of the free-standing membrane.](image)
Fabrication of nanopores in these experiments occurred exclusively through controlled dielectric breakdown. Controlled dielectric breakdown offers benefits to nanopore fabrication that include in situ fabrication and experimentation, a reduction of experimenter error in handling the delicate membrane, and a reduction in the overall instrumentation cost associated with the process. The principle of this method relies on applying sustained high voltage electrical field across an insulating dielectric membrane submerged in an ionic solution. Simultaneously, one must monitor the induced leakage current until a pore is formed. Biophysically, the applied electrical field causes ions in the buffer to move across the membrane. Here free electrons produced by redox reactions between the material surface and the surrounding ions in the solutions cause defects, known as traps, to migrate to a localized region in the conductive path thereby fatiguing it.[71, 79, 80] This allows ions to break across the compromised region of the dielectric material and leads to a distinct breakdown event until a pore spontaneously opens. The mechanism by which this occurs is a phenomenon typically observed in semiconducting capacitors and transistors called trap-assisted tunneling.[71, 79-84] A schematic diagram of the principles of the process is provided in Figure 2.
Figure 2. Schematic of SiNx Membrane Undergoing Controlled Dielectric Breakdown. A) The sustained applied voltage field causes a repulsion of the ionic species in the buffer and drives them towards the membrane surface. B) The surface of the membrane reacts with the ions in solution causing redox reactions that produce free electrons. These electrons cause material defects in the silicon known as “traps” to migrate towards the free-standing portion of the membrane device. C) The accumulation of traps creates localized regions of fatigued material that are susceptible to mechanical failure. Driven by the electrical field, the ions in solution can tunnel through the membrane at these localized regions and pass through, thus creating a cylindrical nanopore.

The transport of ions towards the dielectric membrane is shown in Figure 2A. Figure 2B shows the production of free electrons that promote the accumulation of traps on the free-standing membrane region. Figure 2C illustrates the ultimate formation of a cylindrical pore due to localized fatigue caused by the aggregation of traps and the continued flow of ions. A study reported in Kwok et al. found pore formation to be a function of applied voltage, membrane thickness, buffer composition and concentration, and pH.[71, 85, 86] By altering these parameters, the group was able to control pore size with sub-nanometer precision and control time to pore formation without the need of using TEM.[71]

Breakdown was performed in neutral pH ionic buffer solutions (pH 7.2) of either 1 M KCl (the gold standard experimental buffer) and 1 M LiCl. Both experimental solutions were buffered with 10 mM Tris and 1mM EDTA at pH 7.2. The buffer was filtered through a 25 mm PES filter with 0.2 μm pore and degassed to remove air bubbles.
from the solution. The membranes were confirmed to have no defects prior to fabrication by observation of insulating behavior when exposed to a biased voltage field of 1 V using an Axopatch 200B current amplifier. Ag/AgCl electrodes were created by soldering silver wire to the ends of typical silicone encased copper wire and curing in a 1:10 dilution of sodium hypochlorite in water. These electrodes were submerged in both reservoirs of the chamber and a sustained voltage ranging from 7 V-9 V was applied across the membrane by a Keithley 6487 Picoammeter/Voltage Source. The Voltage source was controlled remotely through a MATLAB script that simultaneously applies a sustained electrical field across the membrane while measuring current passing through the dielectric membrane. Post fabrication modification included a series of 0-2 V square wave pulses for the refinement of the nanopore inner walls. Refined pores exhibited non-fluctuating baseline current levels when observed through our data acquisition board.

Because nanopore fabrication through dielectric breakdown creates a nanoscopic aperture in a membrane the size of 50 microns², it is nearly impossible to find the nanopore post fabrication for determination of size and for imaging. Fortunately, nanopore size was able to be estimated by using conductance measurements and comparing it to effective pore diameter with the assumption of a single cylindrical pore as was described in Kowalczyk et. al. and later used in Kwok et al.[71, 87-90] The exact relation used was $G = \sigma \left[ \frac{4t}{\pi d^2} + \frac{1}{d} \right]^{-1}$, where $G$ represents the average conductance of the pore in question, $\sigma$ is the bulk conductivity of the buffer solution, $t$ represents membrane thickness, and $d$ denotes pore diameter. The relation assumes uniform decay at the initial breakdown point due to the infusion of electrons through the SiNx membrane creating a cylindrical geometry.[91, 92] As shown in previous studies, this relation yields a
reasonable approximation for pore diameter fabricated in solution.[88] Current-voltage (I-V) characteristic curves were recorded both immediately after fabrication and after soaking for a period of time in a 3.6 M LiCl stabilization buffer for all pores in this study.

DNA use for these experiments were 3 kbp NoLimits Individual dsDNA fragments were purchased from ThermoFisher Scientific. DNA was freeze-thawed and introduced into the cis chamber of the experimental apparatus in a final concentration of 10 nM prior to each experimental session after the nanopore was created and characterized. Filtered and degassed 1 M KCl, 1 M LiCl, and 3 M LiCl buffers were used for DNA experiments. Experiments were conducted by applying biased voltage of 200-600 mV in increments of 100 mV and acquiring data at each level for 5 minutes per individual run. During each run, data was acquired and recorded by an Axopatch 200B current amplifier and Digidata 1550B data acquisition board from Molecular Devices. Data acquisition was visually displayed in real time through Clampex data acquisition software. Data were low-pass filtered at 10kHz using the built in 8-pole Bessel filter, and recorded at 100 kHz sampling rates. Translocation events were analyzed using the Clampfit data analysis module and data for dwell time was fit with a single exponential curve. Event occurrence rate was determined by analyzing the time between a current blockage return to baseline and the next drop in current, an instance called a “level 0 event” where level 0 denotes the baseline current level. The reciprocal value these level 0 events were calculated to obtain the frequency of events. Just as with dwell time and frequency, current blockage amplitude was analyzed using Clampfit. The values of current blockages were obtained by fitting current blockage histogram with a Gaussian function.
3.3 Results and Discussion

3.3.1 Automated fabrication using MATLAB. MATLAB’s instrument control toolbox was used to remotely control the picoammeter/voltage source. Communication occurred through a series of SCPI code that translated MATLAB commands to messages that could be understood and applied by the voltage source. Although the capability is available to apply voltage application and monitor current through MATLAB SCPI commands, the single channel connection between the instrument and the computer only allows one of these states, voltage application and current reading, to be altered at a time. Although this is an inconvenience, the initial MATLAB script was written in a way that would apply a voltage and then change the channel to monitor current while leaving the voltage channel unaltered. This work around momentarily addressed the issue but did not allow us to change the voltage once the script was initiated. As will be shown below, distinct current levels were determined empirically that when reached, the code would break and result in pores that were formed and of sizes that could be used for DNA experiments.

Prior to initializing the code, an undamaged SiNx was mounted into the experimental apparatus and fastened with screws. The membrane surface was hydrated with experimental buffer and visually inspected to check for air bubbles. When the code was started, an initial voltage of 1 V was applied and held for a short amount of time. If the membrane was intact, no initial distinguishable leakage current would be read by the instrument, indicating a membrane with no physical defects and no nanopore initially present. This is significant in order to have the most control possible surrounding nanopore size and shape. Once a membrane was determined to be intact by the code, a
preset higher voltage was then applied to cause the breakdown. A plot of the leakage current vs. time was plotted as this occurred and allowed the experimenter to track the evolution of the leakage current through the membrane. Throughout the active breakdown of the SiNx, two distinct regions were observed as shown in Figure 3.

Figure 3. Sample Current Characteristic Trace of Controlled Dielectric Breakdown Session. Ionic current fluctuations are measured at a fixed applied voltage (8 V). Plot generated by the MATLAB script used for controlled dielectric used for controlled dielectric breakdown describes the mechanism by which the breakdown occurs and highlights two distinct regions that are indicative of the molecular interactions occurring at that time point. The current level at which the applied voltage was turned off is denoted by the red asterisk. At this point, preliminary characterization is performed by the code to ensure an irreversible leakage current, accounting for the lapse in time between the cutoff point and the subsequent drop off in current. The drop in current initiates a series of short electrical square wave pulses to refine the pore.
Although there were some differences from membrane to membrane, each current trace had the same general shape, which allowed us to make certain important inferences about what was going on during each region of the fabrication process. More examples of sample current traces generated by our MATLAB code can be found in Appendix A.

During the first of these regions, marked Charging (surface corrosion), breakdown is presumed to be driven by uniform surface charge corrosion slowly degrading the surface of the dielectric material by both the hydrolysis of the cation in solution and the migration of the chlorine.[93, 94] This correlates to the what was discussed in Figure 2A and Figure 2B. In the beginning of this time period, the membrane retains charge, somewhat like an electrical capacitor, which is denoted by the initial upward spike and slow plateau as the membrane becomes fully charged. This charging, caused by the induced electric field originating from the applied voltage, can also contribute to the effect of electroosmotic flow, which is likely to govern the flow of solution through the pore post fabrication and drive the passage of charged molecules, such as DNA, through the nanopore.[95-98] It is important to note that a nanopore is not yet present at this point. If the experimenter would remove the applied voltage, the entirety of the accumulated charge would dissipate and the measured leakage current after time would trend back down to zero. A nanopore is presumed to be formed once a sustained leakage and irreversible leakage current can be observed at lower applied voltage levels.[71]

The second region on the current characteristic plot shows a steady upward trend in leakage current after the plateau of the charging phase. This denotes the accumulation of traps at the localized breakdown region and the initial breakthrough of transporting ions across the membrane and coincides with what was discussed in Figure 2C. Although
a small irreversible leakage current is read at any point of this upward climb when the applied high voltage is removed, the inner pore conductance determined from the I-V relationship estimates that the pore size is too small. Even though technically a nanopore, the small pore would be unable to allow transport and detection of even the smallest single stranded DNA molecules. The inner conductance of the nanopore is related to the polarity and magnitude of the voltage applied.\[99\] This affects the electrical double layer with an electric field of greater magnitude ultimately being more capable of pulling cations through the pore and promoting flow.\[99, 100\] A further explanation for how conductance was used to determine pore size is provided in the following section. We found that stopping the applied voltage at various points of this breakdown region resulted in forming pores of varying size. This “cut-off current”, denoted by the asterisk on the current characteristics plot, can be preset into the MATLAB script, so that the code automatically stops the applied voltage once the desired nanopore size is obtained.

The code then follows with a series of square wave pulses of 0.2-0.3 V per nanometer of thickness of the membrane as previously reported by Beamish et al. and Kwok et al.\[29, 71, 86\] The purpose of these pulses was to refine and stabilize the newly formed pore, resulting in a more stable open pore current level when compared to a pore that did not undergo the refining step. Although the pore is assumed to open as a smooth cylinder, the nature of the fabrication process lends itself to irregular pore shapes and even pore enlargement and shrinking if post treatment does not occur. Untreated pores after fabrication are also more prone to insertion of air bubbles. As can be seen in Figure 3 immediately, after the cutoff current and before the refining phase, there is a visible lapse of time on the current characteristic plot. During this time, the code performs a
preliminary I-V evaluation to determine if the observed spike in leakage current is irreversible. Over this ~1-minute period, the applied voltage goes down to zero to allow for any residual charge to dissipate from the SiNx membrane surface and nanopore inner channel. Thereafter, four separate current measurements are taken at 1 V applied and the refining phase commences only if the average of these measurements exceeds a preset accepted level that was determined empirically. More examples of this current trace for other pores are provided in Appendix A and illustrate the same trend in fabrication for nanopores drilled in KCl and LiCl experimental buffers.

To address one of the main concerns of nanopore fabrication, the need for extensive training in correct fabrication techniques, one of the goals for this experiment was to develop a user friendly interface that would lessen the learning curve needed to produce a solid-state nanopore for molecule detection. This was accomplished by using MATLAB’s built in graphic user interface design tool called GUIDE. A screen shot of the final version of our GUI is shown in Figure 4.
Figure 4. Solid-State Nanopore Fabrication Software User Interface. The entire right side of the application window is grayed out until the “Initialize Keithley” button is pressed and connection between the instrument and computer is determined.

Not only does the graphic user interface allow for simple button presses to initiate the fabrication process instead of requiring knowledge in MATLAB coding to change settings and start the code, but it also allows for in process, real time adjustments to experimental parameters. This would prove to be useful in later experiments in different lots of SiNx membranes, who had slightly different material properties, and required some in run modification to achieve the same results. When the pore fabrication GUI application is started, the “initialize” button is pressed to connect the Keithley picoammeter/voltage source to the computer. Settings such as cut-off current levels and applied voltage can be preset, and the current trace can be monitored in the display.
window. Voltage and cut-off current can also be adjusted mid run by changing the field and then pressing ENTER on the computer keyboard. This monetarily switches the channel form reading current to changing voltage on the instrument, and then subsequently switches it back so that the current plot may be updated. A minimum threshold can be set to stop the applied voltage when an air bubble is suspected. This allows the operator to check for and remove bubbles before continuing the breakdown experiment. There are fields where one can preset the voltage levels for refining pulses as well as the total duration of the pulses. The refining automatically starts after a pore is determined to be formed as previously described, but the GUI provides the added feature of allowing the refining to commence at any point in the process with just the push of a button. This is useful if the initial refining step did not suffice, or if the operator wanted to resize the pore manually without proceeding through an entire fabrication run. The “pause/resume” button brings the applied voltage to zero and halts the fabrication process, while the “emergency stop” button completely stops the code and closes the application. Upon completion of the fabrication run, the current plot and a summary log of all changes pre run and during the run are saved in a predetermined location on the user’s computer. The user interface aimed to give the operator the most control possible, while still maintaining a “press and play” level of functionality and automation that makes the nanopore fabrication easy to perform. The full code used to run the nanopore fabrication software is provided in Appendix B.
3.3.2 Current/voltage relationship and pore size determination. While investigating the relationship between cutoff current and pore size, certain trends were observed as shown in Figure 5A. As the cutoff current increases for any amplitude of applied voltage during fabrication, the pore size subsequently increases as well. This trend is consistent between fabrication in both 1 M KCl and 1 M LiCl. A sustained electric field of 7 V tended to exhibit a less steep breakdown region than a sustained field of 8 V or 9 V, which consequently resulted in a less spontaneous nanopore formation and more precise control of the pore size. It should be noted that applied voltage levels below 7 V for fabrication either resulted in pores that never formed, or pores that took hours to form. This may allude to a minimum threshold voltage required for breakdown to occur. Conversely, applied voltage greater than 9 V resulted in erratic breakdown periods and was not controllable. All pores in this study were fabricated in a time range of 5 to 17 min, which is comparable to the time needed for a trained operator to create a nanopore with TEM drilling.
Figure 5. Nanopore Post Fabrication Characterization: Determination of Pore Size. A) Scatterplot of size of nanopores fabricated in LiCl and KCl with respect to the leakage current at which applied voltage was removed. B) A plot of Current vs. Applied Voltage was recorded for each of the nanopores fabricated in both 1 M KCl and 1 M LiCl buffer. The size of the pores was estimated using a relation between observed conductance to nanopore diameter. Symmetry about the origin and linear trendlines correlate to well-wet, cylindrical pores.

Experimental data has allowed us to develop various combinations of cutoff currents, applied voltage, and buffer conditions (salt concentration and salt type) that allow us to have precise control of our pore size. Control of pore size is crucial to have to ability to create pores small enough to detect single stranded DNA as well as pores large and robust enough to detect double stranded DNA. The ability to further tune the pore size up to ~10 nm in diameter allows for the detection of larger molecules such as DNA/antibody or DNA/protein complex as will be shown in later sections of this thesis.

An increase in pore stability and a minimal fluctuation in pore size has been demonstrated after soaking the pore in 3.6 M LiCl overnight and allowing it to equilibrate subsequently after fabrication in KCl buffer. [101] This was consistent with our findings when observing I-V curves immediately after fabrication in 1 M KCl and reexamining the I-V curve after soaking overnight in 3.6 M LiCl buffer. Although this proves it is possible to fabricate in one electrolyte and then replace the solution post fabrication, there
is an increased risk of contamination and damage to the membrane if the nanopore device is left out sitting for any extended amount of time. Furthermore, there lies the possibility of evaporation of the buffer and crystallization of the salt within the buffer, which also damages the pore. The benefits of creating a nanopore in a single buffer and performing experiments in-situ are paramount as there is significant reduction in associated risks and allows for experimentation on the same day as the nanopore is created, resulting in greater efficiency.

When fabricated directly in 1 M LiCl buffer instead of being fabricated in KCl and then switched over to LiCl, pores initially exhibited very favorable I-V relationships immediately after fabrication as shown in Appendix C. These pores displayed no significant improvement in linearity after only 1 hour of soaking in the same 1 M LiCl buffer in which it was drilled as shown in Figure 6 (Left).
Figure 6. Nanopore Post Fabrication Characterization: Pore Hydration and Noise. (Left) A nanopore was fabricated via controlled dielectric breakdown in 1 M LiCl buffer and an IV curve was taken just after fabrication, after 1 hours of soaking in the 1 M LiCl fabrication solution, after 2 hours of soaking in 1M LiCl fabrication solution, and after soaking in 1 M LiCl fabrication solution overnight. The plots show an improvement in the linearity of the I-V relation after just 1 hour of stabilization in its own fabrication buffer and a significant improvement after 2 hours. A linear, symmetric I-V relationship implies a well-wet inner pore structure that promotes biomolecule transport. (Right) 1/f noise was characterized by recording current fluctuations at constant voltage levels of 0 mV, 100 mV, and 200 mV. The trace was acquired using an Axopatch 200B current amplifier with sampling rate set to 500 kHz and Bessel filtering set to 100 kHz. A representative example of noise characterization recorded at 200 mV for four separate nanopores is provided.

Pores in this study that were fabricated directly in LiCl buffer yielded I-V relationships consistent with fully wet, stable nanopores in a far shorter amount of time than pores fabricated in KCl and transferred to a LiCl stabilization buffer. A similar method of fabrication has yielded success with even higher concentrations of LiCl (3.6 M).[102] Nanopores drilled in 1 M LiCl buffer via controlled dielectric break displayed similar trends in nanopore size in relation to cutoff current as seen in pores drilled in KCl with the same sub-nanometer control of pore size as shown in Figure 5A. This suggests that drilling in LiCl can offer the same experimental control during fabrication with the added benefit of being able to run DNA experiments after only an hour of fabrication. Further characterization of our pores can be seen in Figure 6 (Right) included power
spectral density measurements that revealed good 1/f noise levels that are consistent with well wet pores.

3.3.3 DNA experiments with naked dsDNA. The detection of dsDNA was performed using 4 separate nanopores in 10nm thick SiNx fabricated via controlled dielectric breakdown under different experimental conditions to display a broad range of testing scenarios. 3 kbp dsDNA was introduced to the cis chamber of the experimental apparatus and detected using: a 1) ~5.47 nm pore in 1 M KCl, 2) ~5.85 nm pore in 1 M LiCl, 3) ~7.6 nm pore in 1 M LiCl, and 4) ~6.37 nm pore in 3 M LiCl. A sample of the raw data traces for a representative experimental condition of 300mV applied biased voltage is shown in Figure 7A.
Figure 7. Analysis of DNA Translocation Experiments in Symmetric KCl and LiCl. A) Representative data traces are presented for experiments run in 1 M KCl (top), 1 M LiCl (middle) and 3 M LiCl (bottom) at an applied biased voltage of 300 mV. 10 nM 3 kb dsDNA was inserted into the cis chamber and DNA translocation events were recorded for multiple runs at a range of 200 mV-600 mV. B) Zoomed in view of individual DNA translocation events in 1 M KCl (top), 1 M LiCl (middle), and 3 M LiCl (bottom) at 300mV. C) Histogram of dwell time for 1 M KCl, 1 M LiCl, and 3 M LiCl at 300 mV. The data was presented on a linear-log scale and fit with an exponential decay function. D) Graphical representation of average dwell time for each experimental condition. E) Graphical representation of the event frequency for each experimental condition.

The top data trace in this section shows dsDNA translocation events in 1 M KCl, the middle trace for 1 M LiCl, and the bottom trace for 3 M LiCl. From the traces, one can see a decrease in event frequency when using LiCl buffers as opposed to KCl. One can also see the display of events of different amplitudes in the data traces for experiments run in LiCl buffer. This can be attributed to bumping events which can mean...
inefficient capture of DNA molecules through the pore. This can also explain the drop in the event frequency. Figure 7B shows zoomed-in individual sample DNA transport events in each salt solution and illustrates the effect of each salt type and concentration on the molecule residence time within the pore. Prolonged events are shown in LiCl when compared to KCl and even longer events are shown at increased LiCl molarity. A histogram for the average dwell time values of the representative condition of 300 mV applied biased voltage is shown in Figure 7C and shows a decreased slope of the fitting line as well as a shift of the fitting line in the positive x direction as you go from 1 M KCl to 1 M LiCl and then to 3 M LiCl. As expected, dwell time was shown to decrease with an increase of the applied voltage as shown in Figure 7D. The general trend agreed with previous findings and showed that DNA experiments run through pores in LiCl chloride produced longer dwell times than pores in KCl. A summary of the mean dwell times for each condition is provided in Table 1.
Table 1

Translocation Event Dwell Time for Pores in KCl and LiCl Buffers

<table>
<thead>
<tr>
<th>Condition</th>
<th>Est. Pore Size (nm)</th>
<th>$\tau_{200mV}$ (ms)</th>
<th>$\tau_{300mV}$ (ms)</th>
<th>$\tau_{400mV}$ (ms)</th>
<th>$\tau_{500mV}$ (ms)</th>
<th>$\tau_{600mV}$ (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1M KCl</td>
<td>5.47</td>
<td>0.063 ± 0.009</td>
<td>0.058 ± 0.003</td>
<td>0.035 ± 0.028</td>
<td>0.025 ± 0.02</td>
<td>0.0169 ± 0.022</td>
</tr>
<tr>
<td>1M LiCl</td>
<td>5.85</td>
<td>0.136 ± 0.054</td>
<td>0.113 ± 0.02</td>
<td>0.07 ± 0.028</td>
<td>0.048 ± 0.011</td>
<td>0.037 ± 0.007</td>
</tr>
<tr>
<td>1M LiCl</td>
<td>7.6</td>
<td>0.094 ± 0.01</td>
<td>0.0555 ± 0.007</td>
<td>0.038 ± 0.001</td>
<td>0.02 ± 0.004</td>
<td>0.02 ± 0.004</td>
</tr>
<tr>
<td>3M LiCl</td>
<td>6.37</td>
<td>0.97 ± 0.16</td>
<td>0.56 ± 0.05</td>
<td>0.38 ± 0.07</td>
<td>0.26 ± 0.02</td>
<td>0.26 ± 0.02</td>
</tr>
</tbody>
</table>

A similarly sized nanopore tested in 1 M LiCl showed the same trend in decline of dwell time when increasing the biased voltage amplitude. However, the pore under these conditions displayed about a 2-fold increase in dwell time of dsDNA molecules when compared to the pore tested in KCl. The increase in dwell time can be seen in Figure 7B as the length of the drop in current from the baseline current level is longer in 1 M LiCl when compared to 1 M KCl and in 3 M LiCl when compared to 1 M LiCl. When increasing the salt concentration to 3 M LiCl, about an 8-fold increase in dwell time was observed for applied voltage levels of 300 mV, 400 mV, and 500 mv when compared to experiments run in 1 M LiCl as shown in Table 1. At 600mV, a slightly less drastic 7-fold increase in dwell time was observed. This data well agrees with previous findings. [76] The increase in salt concentration creates an environment with more available cations to bind to the DNA molecule, thereby reducing the effective charge of
the DNA and making it move slower without interreacting with the pore walls. Similar results have been reported for single stranded DNA.[76]

As shown in Figure 7E, the experiment conducted in 1 M KCl produced more frequent events in general than experiments conducted in similar sized pores in 1 M LiCl. It is important to note that for experiments in KCl, it is not uncommon to see upwards of tens of thousands of events per applied voltage level and concentration. These events often vary slightly in blockage amplitude as DNA molecules sometimes compact to form knots.[78] For this study, events with deeper current blockages were utilized for consistency. When changing the experimental buffer to 1M LiCl, a reduction in event occurrence frequency is observed. This reduction can also be attributed to DNA-cation interactions. The high affinity of lithium ions to the DNA backbone induces a lower net charge when compared to potassium ions. The binding of Lithium ions causes lower DNA mobility. This phenomenon decreases the perceived “capture radius” of the nanopore, reducing the probability of DNA capture and obstructing DNA from threading efficiently. The capture radius represents the distance at which the DNA is irreversibly captured by the electrical field of the nanopore and transported through the pore. [103-106] For example, measured capture radius for nanopores in standard 1M KCl and 2M LiCl buffer have been shown to have a capture range of 150 nm and 1000 nm respectively.[69] Upon increasing the concentration of LiCl to 3 M, the event occurrence further decreased dramatically. [76, 107, 108]. A summary of the event occurrence frequencies for the various experimental conditions is provided in Table 2.
### Table 2

*Translocation Event Occurrence Frequency for Pores in KCl and LiCl Buffers*

<table>
<thead>
<tr>
<th>Condition</th>
<th>Est. Pore Size (nm)</th>
<th>$\tau_{200\text{mV}}$ (s$^{-1}$)</th>
<th>$\tau_{300\text{mV}}$ (s$^{-1}$)</th>
<th>$\tau_{400\text{mV}}$ (s$^{-1}$)</th>
<th>$\tau_{500\text{mV}}$ (s$^{-1}$)</th>
<th>$\tau_{600\text{mV}}$ (s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1M KCl</td>
<td>5.47</td>
<td>5.544 ± 0.28</td>
<td>11.892 ± 0.61</td>
<td>14.345 ± 0.63</td>
<td>17.93 ± 1.16</td>
<td>24.716 ± 0.82</td>
</tr>
<tr>
<td>1M LiCl</td>
<td>5.85</td>
<td>1.861 ± 0.42</td>
<td>2.48 ± 0.77</td>
<td>4.756 ± 2.04</td>
<td>7.161 ± 3.17</td>
<td></td>
</tr>
<tr>
<td>1M LiCl</td>
<td>7.6</td>
<td>5.066 ± 0.31</td>
<td>7.578 ± 0.37</td>
<td>9.421 ± 0.63</td>
<td>12.802 ± 0.95</td>
<td></td>
</tr>
<tr>
<td>3M LiCl</td>
<td>6.37</td>
<td>0.532 ± 0.04</td>
<td>0.592 ± 0.06</td>
<td>2.00 ± 0.16</td>
<td>2.675 ± 0.11</td>
<td></td>
</tr>
</tbody>
</table>

Consequently, DNA transport event occurrence was seen to not only be salt type dependent, but also salt concentration dependent. The increase in concentration of LiCl from 1 M to 3 M further decreases DNA mobility and effective charge and thereby explains the additional drop in event frequency.

A general trend of increased blockage amplitude was observed as the applied biased voltage was increased as shown in Figure 8.
Figure 8. Current Blockage Amplitude of DNA Transport in Symmetric KCl and LiCl. Experiments were carried out in 1 M KCl, 1 M LiCl, and 3 M LiCl at applied biased voltages ranging from 200 mV-600 mV. A general trend of increased blockage amplitude is observed as applied voltage increased. A deeper blockage was also observed in the experiment run in 1 M KCl when compared to a pore of comparable size in 1 M LiCl.

Interestingly, a similar sized pore tested in 1 M LiCl displayed smaller current blockage amplitudes than the one in 1 M KCl at the same applied voltages. This can possibly be explained by the lower conductivity of lithium ions in solution in relation to potassium. [109, 110] Lithium ions’ smaller size in comparison to potassium increases its resistivity, inherently decreasing its mobility in solution, which in turn influences conductivity.[111] Conductivity of solution has been shown to positively correlate to blockage amplitude.[112] Additionally, varying the concentration of salt within the same salt species effects blockage amplitude. [112] This was confirmed as the pore tested in 3 M LiCl exhibited about a 2-fold increase in current blockage amplitude when compared to the pore of similar size (<1 nm difference) measured in 1 M LiCl. A summary of the current blockage amplitudes for each condition is given in Table 3.
Table 3

*Translocation Event Current Blockage Amplitude for Pores in KCl and LiCl Buffers*

<table>
<thead>
<tr>
<th>Conditions</th>
<th>Est. Pore Size (nm)</th>
<th>$\tau_{200,mV}$ (pA)</th>
<th>$\tau_{300,mV}$ (pA)</th>
<th>$\tau_{400,mV}$ (pA)</th>
<th>$\tau_{500,mV}$ (pA)</th>
<th>$\tau_{600,mV}$ (pA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1M KCl</td>
<td>5.47</td>
<td>677.053 + 1.54</td>
<td>973.425 + 1.6</td>
<td>1398.65 + 6.03</td>
<td>1692.45 + 5.72</td>
<td>2048.18 + 3.19</td>
</tr>
<tr>
<td>1M LiCl</td>
<td>5.85</td>
<td>541.93 + 3.17</td>
<td>821.89 + 8.01</td>
<td>842.838 + 4.83</td>
<td>1480.97 + 1.17</td>
<td>1661.6 + 7.06</td>
</tr>
<tr>
<td>1M LiCl</td>
<td>7.6</td>
<td>1059.4 + 194</td>
<td>1500.05 + 0.98</td>
<td>1737.19 + 2.53</td>
<td>2214.78 + 3.10</td>
<td></td>
</tr>
<tr>
<td>3M LiCl</td>
<td>6.37</td>
<td>1733.96 + 0.9</td>
<td>2067.64 + 12.51</td>
<td>2640.22 + 14.13</td>
<td>2922.56 + 6.11</td>
<td></td>
</tr>
</tbody>
</table>

3.4 Conclusion

This chapter aimed to explore alternatives to traditional solid-state nanopore fabrication methods, including the use of different and less expensive fabrication instruments and alternate experimental conditions to increase experimental efficiency and increase signal resolution for better results. Controlled dielectric breakdown was used to fabricate all nanopores in this study. A functional MATLAB code was written to control all aspects of the fabrication process and allowed us to achieve sub-nanometer precision when using the fabrication settings that were determined through experimentation within the lot of SiNx membranes we used. It was later found, however, that when purchasing a new lot for subsequent experiments, the material properties of the SiNx differed enough that it created different current characteristic trends and different responses to the applied voltage level. The membranes within this new lot did have consistent behavior and after minor adjustments to the fabrication settings, were also able to reliably produce...
nanopores of usable size. Nonetheless, our study concluded that controlled dielectric breakdown can be performed in various ionic buffer solutions, with fabrication in lithium chloride resulting in a better wet pore that is stable and ready to undergo DNA experiments within 1 hour. This allows researchers to test their analytes very shortly after fabrication, thereby increasing experimental efficiency.

Although the DNA experiments run in LiCl displayed an overall increase in dwell time, the trend of decreased dwell time in response to increased applied voltage was consistent among all pores. This is significant because the increase in voltage also correlates to an increase in event amplitude and frequency, which are traits that are desired for characterization of analytes. A way to increase dwell time without compromising the event frequency and current blockage amplitude is desired to move forward towards the practical implementation of nanopore biosensors.

The following chapter builds on these experiments and explores the use of a salt gradient to help counteract the negative effects of the LiCl concentration on the frequency of transport events shown. Frequent events are necessary to build statistical significance and reliability for biosensor devices. Asymmetric concentration of buffer between the cis and trans chambers has been shown to increase capture affinity of solid-state nanopores as well as increase dwell time.[107]
4.1 Background

The major challenge facing nanopore technology for single molecule detection is the intrinsically fast DNA translocation velocities.\[1, 3, 113\] In order to enhance the practicality of solid-state nanopores as a biosensor, it is necessary to impede translocation velocity enough so that individual nucleotides can be fully examined and characterized. As shown previously, ionic solution comprised of lithium chloride (LiCl) significantly decreased translocation velocities of DNA transport through solid-state nanopores.\[76\] In the presence of monovalent cations in solution, such as K\(^+\), Na\(^+\), and Li\(^+\), the cations covalently interact with the negatively charged phosphate backbone. The ions aggregate on the DNA and increase the molecular weight of the complex. In addition, the partial negative charge of the DNA backbone is slightly reduced, thus decreasing the mobility tendency of the complex as it attempts to move in solution.\[76, 77, 114\] When compared to more commonly used salts, such as KCl, LiCl electrolyte solution has been shown to have a greater binding affinity to dsDNA and thereby reduce velocity of DNA translocation by up to 10-fold.\[76, 77\] However, previous studies have shown a lack of DNA translocation occurrence when using LiCl electrolyte solutions in exchange for the reduction of DNA velocity.\[115\] The frequency of observable translocation events was shown to decrease at low applied biased voltages such as 200 mV as well as increased.

---

\(^2\) Adapted, with permission, from J. Bello, 2018, “Increased Dwell Time and Occurrence of dsDNA Translocation Events Through Solid-state Nanopores by LiCl Concentration Gradients,” ELECTROPHORESIS, 40: 1082-1090.
concentrations of LiCl (3 M). Unfortunately, increasing the experimental voltage in hopes of increasing transport events correlates to increased transport speed, which reduces detectability and signal resolution. The same can be said about lowering the concentration of the salt in the buffer.

Sufficient DNA translocation events are as crucial to nanopores as diagnostic devices as the resolution of the transport events we observe. Amassing tens of thousands of transport events aids in developing significance in the data and reliability in the assay, especially because nanopore data is assessed as trends and distributions instead of singular occurrences. Therefore, a need was present for a method to increase the event occurrence while still maintaining the prolonged dwell times that have been observed in experiments with LiCl.

DNA translocation speeds have been shown to be adjustable through the use of varying salt concentrations on both the cis and trans experimental compartments.[107] The interionic effects of cations in solution, which occur when ions are submerged in an ionic space with a net charge opposite of the ion’s charge, have been found to increase at higher concentrations, thereby increasing the resistivity of the ionic solution.[73, 116] The result is a drag force with a magnitude proportional to the concentration of the ionic solution. A weak electrolyte solution generally promotes weak effects whereas a strong electrolyte solution promotes strong effects. In the cis chamber, NDA can freely move, but upon saturation with counterions in the trans chamber, the net charge on the DNA molecule will be decreased and therefore the speed of transport will be altered.

Transport is also influenced by forces near the wall of the channel. At this interface, the ion distribution is strongly influenced by the size of the ions and shear
viscosity. Shear stress can be related to strain with a linear consecutive relationship. Consequently, the shear viscosity near the nanopore wall dramatically increases with the concentration of salt as well as what type of salt, which will leads to slower translocation times. A study reported in Wanunu et al. showed that salt gradients on either end of the nanopore can also increase nanopore sensitivity and mean translocation time of DNA transport. The use of asymmetric salt conditions allowed for positive K$^+$ ions to be pushed in the trans-to-cis direction more efficiently than negatively charged Cl$^-$ ions moving in the opposite direction. To build on previous success with LiCl, our approach was to take these principles and apply them to our system to see what kind of results would be observed.

A salt concentration gradient of KCl on either side of the nanopore has also been shown by Wanunu to increase the capture rate of DNA. Regarding event occurrence, KCl has been shown to yield more frequent DNA translocation events than LiCl at the same applied voltage. This can be attributed a higher capture range for dsDNA in KCl than in LiCl, a direct result of higher DNA mobility for KCl than in LiCl. This DNA itself “capture” follows a set of chronological steps including the coiling of the polymer, diffusive motion, and capture once the DNA reaches a critical distance. The capture range represents the distance at which the DNA is irreversibly ensnared by the electrical field produced by the applied voltage and near the nanopore opening. Nanopores in 2 M LiCl and 1 M KCl have been shown to have a capture range for dsDNA of 150 nm and 1000 nm respectively. The DNA molecules in LiCl buffer experience random drift due to diffusive forces being greater than the DNA molecules in KCl. Because of this, not only is the capture range
a great deal shorter in LiCl than KCl, but the DNA in LiCl buffer takes longer to reach the capture range as well.

One possible explanation to the capture range in LiCl being shorter than KCl is because Li\(^+\) has a higher binding affinity to DNA than K\(^+\).[76] On average, the amount of time that lithium ions remain bound to DNA in a 4 M LiCl system is 50 ps. In a 4 M KCl system, potassium ions bind for an average of only 10 ps.[76] DNA in KCl experience less hydrostatic drag because it has fewer ions bound to the molecule. Because of this, the DNA in KCl have a higher velocity, and a larger capture range. The Li\(^+\) ion, on the other hand, has to overcome higher hydrostatic drag and needs a high electrical field to remove the Li\(^+\) compared to K\(^+\).[104-106] This is beneficial when slowing down translocations, but it also decreases the incidence of biomolecule translocation through the pore and the efficacy of using this salt for biosensing applications.

Creating a salt gradient for experimentation could bypass the shortcomings of the LiCl buffer. A lower concentration of salt in the cis reservoir increases the electric field and capture propensity within the pore without shortening mean translocation times.[107] In the following sections, experiments with varying degrees of salt gradients will be shown in an investigation of the effects of an asymmetric concentration gradient of LiCl on dsDNA transport. This is performed in hopes of increasing event occurrence and slowing down DNA transport through a solid-state nanopore.

**4.2 Materials and Methods**

Nanopores in this study were fabricated on 10-nm-thick SiNx membranes deposited on a 200 \(\mu\)m SiO\(_2\) substrate with a 0.05 x 0.05 mm window purchased from Norcada (Alberta, Canada). Fabrication was accomplished through controlled dielectric
breakdown in symmetric 1 M LiCl buffer and by using the MATLAB base fabrication software discussed in the previous chapter. Although the experiments in this section are dealing with asymmetric salt gradients, the fabrication still occurs in symmetric buffer in order to maintain the control of pore size. Pore size was determined using the conductance model used to determine pore size was

\[ G = \sigma \left[ \frac{4t}{\pi d^2} + \frac{1}{d} \right]^{-1}, \]

where \( G \) represents the average conductance of the pore, \( \sigma \) is the conductivity of the ionic solution, \( t \) represents membrane thickness, and \( d \) denotes pore diameter.[88] Following fabrication, refining through the code, and pore size determination, the media on the cis and trans chambers was carefully exchanged in order to create the experimental conditions. The pore was subsequently characterized once more to study the changes in the leakage current when submerged different buffer environments.

For the asymmetric salt experiments, filtered and degassed 0.5 M LiCl, 1 M LiCl, 1.5 M LiCl, and 3 M LiCl solutions were made and buffered with 10 mM Tris, 1 mM EDTA, and titrated to pH 7.2. Concentration gradients of 0.5 M cis/3 M trans, 1 M cis/3 M trans, and 1.5 M cis/3 M trans were used for the asymmetric experiments with DNA. 3 kbps dsDNA were purchased from ThermoFisher Scientific was added to the cis side of the experimental apparatus with a final concentration of 10 nM. Experiments were conducted by applying biased voltage of 200-600 mV in increments of 100 mV and acquiring data at each level for 5 minutes per individual run. One occurrence that was often encountered throughout the asymmetric salt experiments with DNA was a constant “dewetting” of the pore, where the signal appeared to indicate an air bubble had inserted itself into the pore. For these instances, the pore was “electrowet” using cyclic voltage
pulsations ramping from -1 V to 1 V applied by the voltage amplifier. This temporarily increased the hydrophilicity of the membrane. Once the blockage was removed, DNA translocation was restored, and the experiment was continued. Electrowetting and the theory behind dewetting will be discussed in the coming sections.

For all experiments, an Axopatch 200B Amplifier with a built in 8-pole Bessel filter and Digidata 1550B from Molecular Devices were used to record data for their high quality, good signal-to-noise ratio single channel measurements. Data was recorded using the Clampex software at a 100 kHz sampling rate and a lowpass Bessel filter of 10 kHz and data was analyzed in the same manner as the previous chapter.

4.3 Results and Discussion

4.3.1 Increased event occurrence frequency by application of a LiCl gradient.

The previous chapter showed the efficacy of LiCl buffer in increasing dwell time of the dsDNA molecule within the nanopore.[115] This is especially apparent in high concentrations of LiCl, such as 3 M. However, the frequency of event occurrence for these experiments was very low and required multiple data acquisition sessions to obtain sufficient data points. At lower voltages, such as 100 mV to 200 mV and with the same concentration of DNA as shown in other successful experiments (10 nM), DNA translocation events are not detectable as shown in Figure 9. To improve on this and increase the overall practicality of this biosensing device, experiments were conducted with asymmetric salt concentration on either side of the nanopore.
Figure 9. Sample Data Traces of dsDNA Translocation Performed at Low Biased Voltages. 3 kbps dsDNA was inserted into the cis experimental chamber at a concentration of 10 nM (the same concentration used for all other experimental conditions), a voltage was applied, and the sessions were recorded to capture any possible DNA translocation events. In 1 M LiCl, at 150 mV, no DNA translocation events were observed. No events were observed either in 3 M LiCl at a biased voltage level of 150 mV. Interestingly, when recording in asymmetric 1 M/3 M LiCl and maintaining the DNA concentration constant, some DNA transport was observed.

For this study, long dsDNA was inserted into the cis chamber of the experimental apparatus in which a LiCl concentration gradient was applied with the lower concentration of salt being used in cis and the larger concentration used in trans as shown in Figure 10A.
Figure 10. Overview of the dsDNA translocation Experiments in LiCl Salt Gradients. A) Schematic representation of the experimental conditions. Lower concentration of LiCl is denoted by the lighter blue in the cis chamber. The higher concentration is denoted by the darker blue in the trans chamber. dsDNA is shown in the cis chamber and transporting through the nanopore with Li\(^+\) ions attached to the backbone (inset). B) I-V relationship of a 5.0 nm nanopore in both symmetric 1 M LiCl and asymmetric 1 M/3 M LiCl is plotted. Characteristic offset in I-V relationship of a pore in asymmetric salt conditions due to ion flow down the salt gradient is shown. The curve maintains linearity and is parallel to the I-V relationship in symmetric conditions. C) Representative data trace samples of dsDNA translocation event occurrences recorded at 300 mV in 5.8 nm and 6.4 nm pores in symmetric 1 M LiCl and 3 M LiCl respectively as well as a 10.9 nm pore in asymmetric 0.5 M/3 M LiCl. An increase in event frequency is observed. D) Histogram created by fitting the data for I\(_0\) duration for the 0.5 M/3 M LiCl, 1 M LiCl, and 3 M LiCl conditions with an exponential decay function.
Interestingly, when obtaining an I-V relationship from nanopores in asymmetric buffer, the curve was often found to be parallel to the I-V curve from the same pore in symmetric conditions (1M/1M LiCl), but with a marginal offset. This occurrence is shown in Figure 10B for a 5.0 nm pore in a 1 M/3 M (cis/trans) salt gradient. This can be explained by an imbalance in the equilibrium of ions in the two chambers. Upon introducing an asymmetric salt gradient, there is automatically ion flow because of the tendency of ions to move down their concentration gradient. This explains why there is current reading even with 0 V applied. Other examples of this offset are found in Appendix D with only one exception in which a linear behavior was retained, but the slope of the I-V curve was steeper for the asymmetric condition. Although inexplicable, a possible explanation for this could be a pore that was not fully wet at the time of characterization.

For the study, a 5.0 nm pore was used with a concentration gradient of 1 M/3 M LiCl (cis/trans), a 6.0 nm pore was used with a gradient of 1.5 M/3 M LiCl, and a 10.9 nm pore was used with a gradient of 0.5 M/3 M. Nanopores of 5.8 nm and 6.4 nm in symmetric 1 M LiCl and 3 M LiCl respectively were used as controls to compare the change in event occurrence frequency. Qualitatively, the application of salt gradients increased mean translocation event occurrence when compared to the 1 M LiCl and 3 M LiCl controls that were tested in symmetric experimental conditions as seen in Figure 10C. Events were found to occur about 5-times more frequently in 0.5 M/3 M LiCl than in 1 M LiCl and over 50-times more frequently than in 3 M LiCl as shown in Figure 10D. The increase in event occurrence frequency was quantified by analyzing the duration of \( I_0 \) (open pore current baseline) between transport events and fitting this data with an
exponential decay function. The frequency was obtained by applying the reciprocal of the mean $I_0$ durations, the time in between the conclusion of one event and the start of the next, for each experiment. The difference in time between observed events in provided for symmetric 1 M LiCl, 3 M LiCl and for 0.5 M/3 M LiCl in the inset of Figure 10D. The time between events is reduced by about 5-fold in the asymmetric conditions. The comparison of event frequencies among each condition is plotted in Figure 11.

Figure 11. Event Occurrence Frequencies of dsDNA Translocations in LiCl Gradients. Experiments run in symmetric 1 M LiCl and 3 M LiCl and asymmetric 1.5 M/3 M LiCl, 1 M/3 M LiCl, and 0.5 M/3 M LiCl are provided for comparison. Data was recorded at biased voltage levels of 200 mV, 300 mV, 400 mV, 500 mV, 600 mV. An overall increase in event occurrence is observed for experiments run in asymmetric LiCl conditions as opposed to symmetric LiCl.

As shown, all nanopores exhibited the same trend of increasing transport events with increasing applied voltage. Each experiment performed in asymmetric conditions yielded more frequent events than the controls. 0.5 M/3 M LiCl had the highest occurrence rate of dsDNA translocations at $27.78 \pm 0.69$ s$^{-1}$ at 300 mV. A summary of
all the event frequencies for every condition at applied biased voltages of 200 mV, 300 mV, 400 mV, 500 mV, and 600 mV are provided in Table 4.

Table 4

*Translocation Event Occurrence Frequency in LiCl Gradients*

<table>
<thead>
<tr>
<th>Condition</th>
<th>Est. Pore Size (nm)</th>
<th>$f_{200mV}$ (s$^{-1}$)</th>
<th>$f_{300mV}$ (s$^{-1}$)</th>
<th>$f_{400mV}$ (s$^{-1}$)</th>
<th>$f_{500mV}$ (s$^{-1}$)</th>
<th>$f_{600mV}$ (s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 M LiCl</td>
<td>5.8</td>
<td>1.86 ± 0.42</td>
<td>2.48 ± 0.77</td>
<td>4.75 ± 2.00</td>
<td>7.16 ± 3.20</td>
<td></td>
</tr>
<tr>
<td>3 M LiCl</td>
<td>6.4</td>
<td>0.53 ± 0.04</td>
<td>0.59 ± 0.05</td>
<td>2.0 ± 0.16</td>
<td>2.67 ± 0.11</td>
<td></td>
</tr>
<tr>
<td>1 M/3 M LiCl</td>
<td>5.0</td>
<td>6.34 ± 0.67</td>
<td>8.68 ± 0.96</td>
<td>15.92 ± 0.47</td>
<td>12.48 ± 2.86</td>
<td>19.65 ± 2.00</td>
</tr>
<tr>
<td>0.5 M/3 M LiCl</td>
<td>10.9</td>
<td>16.66 ± 1.09</td>
<td>27.78 ± 0.69</td>
<td>39.17 ± 0.55</td>
<td>38.16 ± 0.75</td>
<td>53.65 ± 1.15</td>
</tr>
<tr>
<td>1.5 M/3 M LiCl</td>
<td>6.0</td>
<td>5.78 ± 0.13</td>
<td>8.19 ± 0.47</td>
<td>9.46 ± 0.43</td>
<td>11.07 ± 0.85</td>
<td>11.59 ± 1.30</td>
</tr>
</tbody>
</table>

As the trend suggests, we can expect to see further increases in event frequency as we apply an even larger gradient of salt. This is significant because it would allow for more data points at lower biased voltages. Application of low voltages may be crucial for relatively sensitive biomolecules, or for particles with high charge density as they are more susceptible to changes in their properties if exposed to higher voltages.[119, 120] Lower voltages also results in a cleaner baseline with less noise. This allows for definitive discrimination between DNA transport events and background noise. When
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considering possible applications for automated data analysis or even machine learning applications, the first component of trained machine learning is clean data with little to no ambiguity.

**4.3.2 Slowed translocation of dsDNA by use of LiCl gradients.** The utilization of salt gradients was also studied in terms of further slowing transport of dsDNA through the nanopore. This was shown to be the case when looking at nanopores in KCl buffer, but it was yet to be seen if the same would be seen in pores in LiCl. Nanopores of 5.8 nm and 6.4 nm in symmetric 1 M LiCl and 3 M LiCl respectively were used as controls to compare the change in dwell time. Transport events were again recorded at biased applied voltage levels ranging from 200 mV to 600 mV in increments of 100 mV. Figure 12A shows samples of raw data traces for the specified conditions at an applied voltage of 300 mV.
Figure 12. Analysis of DNA Translocation Experiments in LiCl Gradients. A) Representative data traces for experiments run in 0.5 M/3 M LiCl (cis/trans), 1 M/3 M LiCl, and 1.5 M/3 M LiCl. Data traces for similar experiments in symmetric 1 M LiCl (1 M/1 M) and 3 M (3 M/3 M) is provided above as a control. Each data trace was recorded at a biased applied voltage of 300 mV. B) A detailed view of representative individual transport events for the conditions of 1 M LiCl, 3 M LiCl, 1.5 M/3 M LiCl, 1 M/3 M LiCl, and 0.5 M/3 M LiCl. An increase in dwell time of dsDNA molecules is observed for each experiment run under asymmetric conditions when compared to symmetric 1 M LiCl with 0.5 M/3 M LiCl exhibiting the largest increase out of the samples with a LiCl gradient. C) Histogram created by fitting the data for translocation events for the 0.5 M/3 M LiCl, 1 M/3 M LiCl, and 1.5 M/3 M LiCl conditions with an exponential decay function. A translation to the right as well as a decrease in slope is observed as one increases the LiCl gradient.
Here, the discrepancy in event frequency can be seen between the conditions. Figure 12B shows examples of individual events from the data traces for each condition to illustrate the increase in dwell time. Qualitatively, there is a significant increase in dwell time observed between 1 M LiCl and 0.5 M/3 M LiCl for an applied biased voltage of 300 mV. To quantify the magnitude of the increase, the dwell times were fitted with an exponential decay function as shown in the histogram in Figure 12C. Figure 13 shows a trend between all pores that features a decrease in dwell time as the applied voltage increases.

![Figure 13](image_url)

**Figure 13.** Mean Dwell Times for dsDNA Translocation Events in LiCl Gradients. Experiments run in symmetric 1 M LiCl and 3 M LiCl and asymmetric 1.5 M/3 M LiCl, 1 M/3 M LiCl, and 0.5 M/3 M LiCl are provided for comparison. Data was recorded at biased voltage levels ranging from 200 mV to 600 mV in 100 mV increments.

There is about a 3-fold increase in mean translocation time when comparing 0.5 M/3 M LiCl to 1 M LiCl. The other asymmetric conditions (1 M/3 M and 1.5 M/3 M) exhibit marginal increases as well when compared to 1 M LiCl. However, when
compared to the pore in symmetric 3 M LiCl, there was no observable increase in dwell
time in any of the asymmetric cases. A possible explanation for this might be that the
effect of the cation binding affinity to the dsDNA backbone, which makes the molecule
bulkier. The opposite seems to be true at lower concentration of lithium chloride, such as
1 M. A summary of all the recorded dwell times for every condition at applied biased
voltages of 200 mV, 300 mV, 400 mV, 500 mV, and 600 mV is provided in Table 5.

Table 5
Transport Duration in LiCl Gradients

<table>
<thead>
<tr>
<th>Conditions</th>
<th>Est. Pore Size (nm)</th>
<th>$\tau_{200 , mV}$ (ms)</th>
<th>$\tau_{300 , mV}$ (ms)</th>
<th>$\tau_{400 , mV}$ (ms)</th>
<th>$\tau_{500 , mV}$ (ms)</th>
<th>$\tau_{600 , mV}$ (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 M LiCl</td>
<td>5.8</td>
<td>0.136 ± 0.054</td>
<td>0.089 ± 0.020</td>
<td>0.059 ± 0.021</td>
<td>0.040 ± 0.002</td>
<td>0.037 ± 0.007</td>
</tr>
<tr>
<td>3 M LiCl</td>
<td>6.4</td>
<td>0.970 ± 0.160</td>
<td>0.560 ± 0.050</td>
<td>0.380 ± 0.070</td>
<td>0.260 ± 0.020</td>
<td></td>
</tr>
<tr>
<td>1 M/3 M LiCl</td>
<td>5.0</td>
<td>0.228 ± 0.030</td>
<td>0.120 ± 0.050</td>
<td>0.092 ± 0.006</td>
<td>0.058 ± 0.002</td>
<td>0.051 ± 0.003</td>
</tr>
<tr>
<td>0.5 M/3 M LiCl</td>
<td>10.9</td>
<td>0.314 ± 0.030</td>
<td>0.219 ± 0.017</td>
<td>0.160 ± 0.020</td>
<td>0.111 ± 0.008</td>
<td>0.071 ± 0.002</td>
</tr>
<tr>
<td>1.5 M/3 M LiCl</td>
<td>6.0</td>
<td>0.203 ± 0.030</td>
<td>0.094 ± 0.005</td>
<td>0.068 ± 0.009</td>
<td>0.046 ± 0.003</td>
<td>0.410 ± 0.001</td>
</tr>
</tbody>
</table>

Figure 14 shows the differences in current blockage amplitude between each pore.

Observing the other trends and how well they agree with previous experiments, one
would expect the 1 M and 3 M symmetric conditions to be the upper and lower limits,
with the asymmetric conditions falling somewhere in between. However, as can be seen in Figure 14, there is no clear trend as the salt gradient increases or decreases other than a general trend of increased amplitude for each condition as voltage increases. This may be a result of dewetting within the pore nanocavity or could be a result of the previously observed salt gradient offset. Although corrected for the individual offsets observed post fabrication, the characteristic of current blockage amplitude remains an unreliable indicator of nanopore performance because the initial offset tends to fluctuate. However, it should be noted that the purpose of this experiment was to observe improvement in dwell time and capture, which has been demonstrated in previous sections. So overall, there is merit in using salt gradients when the goal is to increase capture efficiency and molecule residence time within the pore nanocavity.

Figure 14. Current Blockage Amplitude of DNA Transport in LiCl Gradients. Experiments were carried out in symmetric 1 M LiCl and 3 M LiCl, and in asymmetric 0.5 M/3 M LiCl, 1 M/3 M LiCl, and 1.5 M/3 M LiCl at applied biased voltages ranging from 200 mV-600 mV. A general trend of increased blockage amplitude is observed as applied voltage increased.
4.4 Conclusion

In the sections above, 2-fold, 3-fold, and 6-fold LiCl concentration gradients were applied on the experimental buffer condition of dsDNA nanopore translocation experiments. When compared to experiments carried out in symmetric 1 M LiCl, the experiments conducted in asymmetric conditions resulted in more prolonged dwell times, with the most significant increase, about 2-fold, observed in 0.5 M/3 M LiCl. This was about 4 times longer than dwell times observed in 1 M KCl in previous studies. Conversely, when compared to 3 M LiCl experiments, the observed dwell times in asymmetric experiments were shorter. However, the unbalanced experimental conditions yielded an overall increase in event occurrence. For instance, 0.5 M/3 M LiCl showed a 5 time and 54 time increase in event occurrence when compared to symmetric 1 M LiCl and 3 M LiCl respectively. This increase in event frequency increases the data generated per run and consequently gives way to more reliable statistical analysis in far less time.

One of the promises of the nanopore platform for diagnostic purposes is the notion of receiving real time results that are accurate. Although the prolonged molecule residence time of symmetric high salt conditions, such as 3M LiCl, would result in better resolution and more accuracy, the lack of data points would then create insignificance in the data. This would result in either an unreliable assay, or a wildly inefficient one if one chooses to opt for accumulating sufficient points under those conditions. The benefit of increased event occurrence retains the inclusion of asymmetric salt conditions in the realm of experimental parameters, even though the observed dwell time in the 6-fold concentration gradient (0.5 M/3 M LiCl) is still faster than in the symmetric 3 M LiCl. Gradients of 10-times or greater could possibly approach the dwell times observed in
symmetric 3 M LiCl, although none of our data supports that a larger gradient would surpass the temporal resolution of the symmetric 3 M LiCl. More could be done to enhance the signal while still being able to use salt gradients for enhanced dwell time and DNA capture.

The use of asymmetric experimental salt solution did not come without its own difficulties that needed to be overcome. The application of the salt gradients had a deleterious effect on signal to noise ratio of the nanopore sensing as well as the overall health of the pore. Although the desired slower translocation times and increased event occurrences were achieved, these findings were coupled with fluctuating baselines and obstruction of the pore that often-impeded further DNA translocation. This obstruction appeared on the signal monitoring as if it were an inserted air bubble, but upon visual inspection, no air bubble was observed. Oftentimes, this required invasive intervention, or in extreme case when nothing else worked, a repeat in the experiment. A possible explanation for this can be the contribution of hydrodynamic slip that occurs as a result of the asymmetric LiCl solution concentration and the inherent hydrophobic properties of the silicon nitride dielectric membranes that was used for the experiments.[121, 122] The LiCl buffer seemingly augmented this occurrence further and created more hydrophobic air pockets within the pore. Transport occurs because fluid in both experimental chambers connects within the pore’s cavity. Air pockets in the nanopore can “dewet” the pore and prevent passage of buffer and molecules.[122] Such a phenomenon is reversible through various techniques including electrowetting,[29, 123] which employs a cyclic voltage pulse to enhance the hydrophilicity of the pore albeit while also marginally increasing your pore diameter in the process.[29] Electrowetting allows for continued
data acquisition, although introduces the need for constant monitoring of the data acquisition session to interfere when a hydrophobic blockage occurs. This hinders some of the autonomy that is desired in nanopore biosensors. In addition, as mentioned previously, the pore was in some cases was not able to be rewet, no matter how long the electrowetting took place. This seemed to be more prevalent in steeper salt gradients, raising the question whether there is a limit to how large of a gradient is possible with this particular salt.

To this point, all DNA tested has been naked, which means it has been devoid of any additional epigenetic modification, such as methylation. In the next chapter, knowledge gained from these asymmetric buffer experiments will be used to detect methylated DNA with various protein labels in what is our platform’s first preliminary test in detecting disease biomarkers.
5.1 Background

Proteins that bind to areas of DNA methylation with high affinity are known as methyl-binding proteins (MBPs). These proteins can be used to identify and label methylated CpG sites. In this study, we utilize three MBPs; kaiso zinc finger, methyl-binding domain 1, and methyl-binding domain 2.[124] Kaiso zinc finger (KZF) is a Cys2-His2 zinc finger protein with a corresponding DNA binding site. The C-terminal of KZF contains an arginine/lysine-rich area that allows structured loops to form during DNA binding, increasing the risk of nonspecific target binding. KZF wraps 5-6 bps around the DNA when bound, and it requires two consecutive CpG pairs to bind to methylated DNA.[125] The protein has a molecular weight of 13.02 kDa.[43] KZF can act in carcinogenesis by silencing certain genes, and it has shown a role in both colorectal and lung cancer.[126, 127]

Methyl-binding domain 1 (MBD1) is the largest member of the methyl-binding domain (MBD) protein family and its corresponding DNA binding site. While there are 13 different isoforms of MBD1, where variants incorporating a third CXXC-type zinc finger domain can bind to DNA independent of its methylation status, isoforms requiring DNA methylation for binding to occur are of greater interest.[126] Nuclear magnetic resonance (NMR) spectroscopy and band-shift studies have demonstrated that CXXC of histone H3K4 methylase MLL binds to one pair of CpGs via amino acids located in an extended loop. The loop forms a crescent-shaped structure and is stabilized by eight cysteine residues coordinating with two zinc atoms.[128] Similarly to KZF, MBD1 can
act in carcinogenesis. MBD1 has been associated with lung cancer risk, as well as promyelocytic, leukemia, pancreatic, prostate, and colorectal cancer. Also, MBD1 plays a role in the IFNγ/STAT1 cancer-associated pathway. The effect of MBD1 isoforms on cancer depends on its redundancy and target specificity.[126] The MBD1 DNA binding region is 5-6 bps long, and the protein has a molecular weight of 16.3 kDa.[43] For this study, we used an engineered form of MBD1 classified as MBD1x, which is comprised of only the methyl binding region of the MBD1 protein. Methyl-binding domain 2 (MBD2) is another protein in the MBD family and its corresponding binding site. Unlike MBD1, to the best of our knowledge, MBD2 is not as well studied for binding with methylated DNA. MBD2 is smaller than MBD1 and located 4 Mb away from MBD1 on the “q” arm of chromosome 18.[126] MBD2 can recognize and bind to a single symmetrically methylated CpG pair, but it binds with greater affinity in more densely methylated areas of the DNA molecule.[129] As with other MBPs, MBD2 can also act in carcinogenesis, and it has been shown to silence genes in cancers such as colorectal, lung, prostate, and renal.[126, 130] It has been shown to bind preferentially at the GSTP1 island promoter gene, a CpG rich promoter that plays a role in the spread of methylation to neighboring sites.[131]

Methyl-binding proteins can be used to identify areas of DNA methylation through the usage of a nanopore-based methylation assay. Nanopore-based assays study single molecules through ionic current spectroscopy and electrophoresis.[64, 132, 133] The basis behind nanopore sensing with Methyl-binding protein labels is very similar to nanopore biosensing with unlabeled DNA. A nanopore is submerged in ionic solution while a complex of DNA and MBPs is placed into the solution on the cis side of the
experimental chamber. An external voltage is applied across the pore, causing the DNA-MBP complex to pass through the pore.\cite{43, 64, 134, 135} When the molecules pass through the pore, an ionic current blockage occurs, causing a drop in current amplitude. The amplitude of the ionic current blockage is proportional to the size of the molecule relative to the size of the nanopore opening.\cite{136,138} Distinct amplitudes for unbound DNA and DNA bound to MBPs indicate whether the DNA is methylated as the MBP will not bind to non-methylated DNA, resulting in a shallow ionic current blockage when traveling through a nanopore. The difference in nanopore biosensing with protein labels stems from the analysis. For DNA with methylation sites, multilevel events, or events in which the observed signal has more than one peak, may be seen when methyl-binding proteins attach. Observing these events and being able to characterize them could lead to viable localization of methylation on DNA molecules. Being able to detect hypermethylation on DNA and find the general location of the aberrant methylated cytosine can prove to be crucial to future research in the field of cancer epigenetics and diagnostics.

This chapter builds from previous work where we aimed to improve temporal resolution by utilizing different experimental conditions. Herein, detection and characterization of methylation on 100 base pairs double-stranded DNA (dsDNA) is presented by using SiNx solid-state nanopores as a platform with KZF, MBD1x, and MBD2 protein labels. The DNA used for this study was synthesized to contain consecutive methylated \textit{CpG} sites on opposite ends of the DNA molecule as shown in Figure 15A. This allows experiments to be run with both KZF and MBD proteins with
the same DNA and allows up to two bound proteins to one DNA molecule at any given time as shown in Figure 15B.

Figure 15. Schematic of dsDNA with Two Methylation Sites. A) Simplified illustration of 100 base pair dsDNA molecule used in the DNA-Protein complexes formed. Two methyl-binding regions, each featuring consecutive methylated CpG islands (inset) are equidistant from each end of the DNA molecule respectively. B) Illustration of expected current blockage signature to be observed when DNA molecule complexed with two methyl-binding proteins translocate through the nanopore. Multilevel current blockages can be expected as regions on the DNA molecule with attached proteins will have a greater diameter and create a greater momentary blockage.

As a DNA molecule with two bound proteins transports through the nanopore, a distinct multilevel current blockage signature is expected. The ability to detect more than one bound protein on the same DNA molecule makes it possible to compare the bound sites to each other. Because hydrophobic interactions within the nanopore wall cause variations in molecule residence time, it is difficult to determine the exact location of methylation based on the location of one protein bound blockage event ($I_{DNA+MBP}$).
However, having more than one protein allows us to compare one I\textsubscript{DNA+MBP} with another resulting in more meaningful findings. This study aims to compare each protein label to determine which one is most viable at performing this task.

5.2 Materials and Methods

Nanopores in this study were fabricated on 15nm thick custom made SiNx membranes purchased commercially from Norcada. Fabrication took place in 1 M LiCl through dielectric breakdown as has been previously reported[71, 115], and the diameter of each nanopore was estimated using the conductance model previously reported in Kowalczyk et. al.[88] Experiments in this study aimed to investigate the effect of different protein labels on the current signature of 100 base pairs dsDNA transport events. KZF, MBD1x, and MBD2 methyl \textit{CpG} binding proteins were selected as protein labels and were tested electrophoretically in 7.7 nm, 8.3 nm, and 8.4 nm nanopores respectively by applying biased voltage ranging from 200 mV-600 mV. The DNA concentration in all experiments was 10 nM.

The DNA use for these experiments was purchased from Integrated DNA Technologies. The lyophilized DNA was reconstituted and stored in a storage buffer consisting of 10 mM Tris, 1 mM EDTA, pH of 8.0, at 1 μM concentration. The full DNA sequence used is provided in Appendix E. DNA methylation was quantified using methyl-binding proteins that bind to \textit{CpG} methylation sequences. The DNA was complexed with KZF, MBD1x, and MBD2 using standard procedures and were subsequently stored in 4 °C refrigeration. The MBD2 protein was acquired from LumiMac Inc. in Seoul Korea. The MBD1 and MBD2 experiments were performed with symmetric 1 M/ 1 M and asymmetric 1 M/ 3 M LiCl buffer concentrations at 200, 300,
400, 500, and 600 mV voltages. KZF experiments were performed with symmetric buffer concentrations of 0.2 M NaCl, 7.2 pH at 200, 300, 400, 500, and 600 mV voltages.

Instrumentation for data acquisition and MATLAB fabrication code is the same as has been previously reported in the last two chapters. For single level DNA transport events, the same method of data analysis using Clampfit was used as reported in previous chapters as well. For experiments that featured multilevel events, this method could not be used. Multilevel events were analyzed using open source Transalyzer MATLAB GUI based package for nanopore signal analysis that was adapted by our undergraduate clinic for our specific purposes.[33] Screen shots from the software are provided below in Figure 16 and Figure 17.

![Figure 16. Example of Current Traces in Transalyzer Software. The code uses settings preset by the user to automatically detect the baseline, which is shown by the purple/green line down the center of the solid blue region in the trace (top). The thin red lines that run parallel to the baseline detection illustrate the event detection threshold. Once events are detected, they are highlighted in red (bottom).](image-url)
Figure 17. Example of Multilevel DNA Transport Event in Transalyzer Software. The different regions of the multilevel event are manually annotated.

The software automatically detects the baseline of the current trace and uses a preset threshold to determine if a fluctuation in current is a DNA transport event. The automatic detection performs well in following the constantly shifting baseline of the solid-state nanopore current trace. The DNA events that are selected are highlighted in red in the bottom image of Figure 16. As can be seen near the end of this trace, the software does a good job at discerning between a DNA transport event and a momentary complete pore blockage. These blockages do not represent a single molecule of DNA translocating through the pore and can be best attributed to multiple molecules, air bubbles, or pore dewetting. The events can be individually viewed and visually inspected, as shown in Figure 17, to ensure the detection was accurate. This window also allows one to manually annotate the event with the different levels of the multilevel event and export this data into an Excel spreadsheet. Data generated from this software was used to
generate the multilevel event maps that will be shown later in this chapter. Adaption of this software for our purposes was assisted by Brandon Salamone, a consultant from the ECE Department at Rowan University.

A one-way ANOVA test was performed using add-in software in Microsoft Excel 2016 to determine if the mean differences in current amplitudes were significantly different between the complexed and naked DNA at a 0.05 significance level. The one-way ANOVA was selected due to its ability to compare the means of numerous different levels of data for a given factor. The “levels” of the ANOVA test were the complexed protein (KZF, MBD1, or MBD2) or the naked DNA, while the single factor was amplitude. Following the ANOVA test, a Fisher’s LSD Post-Hoc test was conducted to confirm where the differences occurred between groups.

5.3 Results and Discussion

5.3.1 Methylation detection with KZF protein labels. Methylated DNA was complexed with KZF in a ratio of 10 nM DNA to 50 nM KZF (1:5) in 0.2 M NaCl buffer to optimize binding. Initially, a 1:1 DNA to KZF ratio was used, but no observable transport events were recorded. 10 nM DNA to 50 nM KZF was used to ensure binding and observable transport events. Experiments were run in symmetric 0.2 M / 0.2 M (cis / trans) NaCl buffer as well as asymmetric 0.2 M / 2.0 M (cis / trans) NaCl buffer. A sample of non-complexed DNA (unbound) of the same sequence as the experimental group was also tested in symmetric 0.2 M NaCl buffer and provided as a control. All experimental buffers were titrated to pH 7.2 using 1M HCl. Figure 18A shows average current blockage amplitudes recorded for each condition.
Figure 18. Current Blockage Amplitude of DNA-KZF Transport. A) Graph of Naked DNA in symmetric 0.2 M NaCl, DNA - KZF complex in symmetric 0.2 M NaCl, and DNA - KZF complex in asymmetric 0.2 M/2 M NaCl are shown. A general trend of increasing blockage amplitude was observed with increasing applied voltage. At lower applied voltages (200 mV-300 mV), there was a measurable increase in blockage amplitude of the sample with the complex in comparison to the sample with Naked DNA. B) Examples of events observed in each condition at 300 mV. A 7.69 nm nanopore was used for experiments in these conditions.

A general trend of increased current blockage amplitude is observed as voltage increases. Table 6 shows a tabulated summary of all the average current blockage amplitudes for DNA - KZF complexes in the tested conditions.
Table 6

Current Blockage Amplitude for DNA - KZF Samples

<table>
<thead>
<tr>
<th>Conditions</th>
<th>Sample</th>
<th>$I_{200 \text{ mV}}$ (pA)</th>
<th>$I_{300 \text{ mV}}$ (pA)</th>
<th>$I_{400 \text{ mV}}$ (pA)</th>
<th>$I_{500 \text{ mV}}$ (pA)</th>
<th>$I_{600 \text{ mV}}$ (pA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2M / 0.2M NaCl</td>
<td>Naked DNA</td>
<td>233.77 ± 3.17</td>
<td>253.83 ± 4.14</td>
<td>299.36 ± 2.93</td>
<td>318.55 ± 2.00</td>
<td>346.49 ± 4.60</td>
</tr>
<tr>
<td></td>
<td>DNA - KZF</td>
<td>289.96 ± 4.19</td>
<td>300.99 ± 1.72</td>
<td>308.77 ± 2.68</td>
<td>333.24 ± 2.67</td>
<td>352.16 ± 2.46</td>
</tr>
<tr>
<td>0.2 M / 2.0 M NaCl</td>
<td>DNA - KZF</td>
<td>286.82 ± 2.22</td>
<td>315.53 ± 2.23</td>
<td>327.14 ± 2.34</td>
<td>330.06 ± 2.06</td>
<td>355.24 ± 2.70</td>
</tr>
</tbody>
</table>

A distinct increase in amplitude is observed when looking at the DNA - KZF complex when compared to naked DNA at low voltages (200 mV-300 mV). Evidently, binding can be presumed as identical experimental conditions while introducing the complex resulted in increased blockage. Interestingly, when making the same comparison at higher voltages (400 mV-600 mV), all three plots converge to the same current amplitude. This can be attributed to increased transport velocity of DNA complex molecules as applied voltage increases. Coupled with fast DNA transport in NaCl ionic solution, the speed of the translocating molecule at high voltages is likely to decrease the mean current blockage amplitude of the complex and not present as a detectable difference between DNA - KZF complex samples and naked DNA.

There is a slight increase in blockage amplitude when comparing the DNA - KZF complex in asymmetric 0.2 M / 2.0 M NaCl (cis / trans) to symmetric 0.2 M NaCl, however the increase is not significantly different. There is also no evident increase in molecule residence time provided by the asymmetric conditions. The dwell times for
DNA - KZF samples as well as all other samples in this study are given in Appendix G. Although we expected to see multilevel events due to protein bound DNA, as shown in the schematic in Figure 15B, multilevel current blockage events were not present. Previous work has shown multilevel current blockage events with a tighter pore dimension compared to the DNA-KZF complex. [43] Here, a slightly larger nanopore was used and may explain the lack of complex detection. As an alternative, to see the desired multilevel events, the translocation speed would need to be reduced to allow for better molecule resolution with our data acquisition board. Using a salt buffer of LiCl would effectively slow down the translocation speed and improve resolution.[76, 115, 139] However, stability of the KZF protein has not been reported in LiCl and utilizing a different salt might denature the sample. Consequently, in order to expand the repertoire of experimental conditions used and to better observe multilevel events, different protein labels were investigated.

5.3.2 Methylation detection with MBD protein labels. Methyl-binding domain proteins offer a high binding affinity to methylated CpG sites, with reported dissociation constants, $k_d$, of about 30 $\mu$M for a single MBD1x binding domain and about 2.1 $\mu$M for MBD2. [140-142] MBD proteins have also been shown to be stable in relatively high salt concentrations (up to 1 M).[43] For this study, MBD1x and MBD2 protein monomers were complexed with target dsDNA at a ratio of 10 nM DNA to 10 nM MBD1x (1:1), and 10 nM DNA to 10 nM MBD2 respectively. Experiments were run in symmetric 1.0 M / 1.0 M (cis / trans) LiCl as well as asymmetric 1.0 M / 3.0 M (cis / trans) LiCl. A sample of non-complexed DNA (unbound) of the same sequence as the experimental
group was also tested in symmetric 1.0 M LiCl and provided as a control. Experiments in this group were tested at applied biased voltages ranging from 300 mV to 600 mV.

As shown in Figures 19A and 19B, the trend of increased ionic current blockage amplitude with increased voltage is maintained with MBD2x complexes yielding a greater current blockage than MBD1x complexes.
Figure 19. Experimental Results for DNA-MBD Transport. A-B) Graphs illustrating average current blockage amplitude for samples containing DNA - MBD1 and DNA - MBD2 complexes respectively. The complexes were tested in symmetric 1 M LiCl as well as asymmetric 1 M/3 M LiCl with a sample of Naked DNA in symmetric 1 M LiCl provided as a control. The experiments were run over an applied voltage range of 300 mV-600 mV. 8.33 nm and 8.35 nm nanopores were used for these experiments respectively. C) Histograms for current blockage amplitudes of DNA - MBD1 (top) and DNA - MBD2 (bottom) complex samples. Data presented are from experiments run in 1 M LiCl at 500 mV. D) Bar graph representing information from previous histograms with the addition of naked DNA blockage amplitude as a control. A single factor ANOVA with a Fisher LSD post hoc test was used to determine significance between large and small amplitude peaks for both samples. E) Sample DNA transport events from DNA - MBD2 sample in 1 M/3 M LiCl experiments at 500 mV applied voltage. Various and distinct current signatures were observed (i-vi).
At higher voltages (500 mV, 600 mV, and 400 mV for DNA-MBD samples in 1.0 M / 3.0 M LiCl), there were two distinct ranges of current blockage amplitudes observed for DNA-MBD complexes. This difference is most evident in Figure 19C, which shows current blockage amplitude histograms for DNA-MBD1x and DNA-MBD2x samples at 500 mV. There are two distinguishable peaks that denote two different event types. Furthermore, when looking at the data from each peak individually and comparing the higher amplitude peak with the lower amplitude peak, it is observed that the average low amplitude event for DNA-MBD sample has a similar amplitude to the unbound DNA sample. Figure 19D shows the level of ionic current blockage graphically in the form of a bar graph. Statistical analysis was performed on these samples with a single factor Analysis of Variance (ANOVA) and Fisher’s Least Significant Difference (LSD) post hoc test. It was determined that there is statistical significance between the groups of high blockage amplitude and low blockage amplitude for DNA – MBD1x and DNA – MBD2x samples. Conversely, there was no significance between the low amplitude groups and the naked DNA tested in symmetric 1.0 M LiCl. Thus, it can be concluded that the two distinct peaks in Figure 19C correspond to bound and unbound DNA molecules. The ANOVA table used to complete this analysis is provided in Appendix H. Consequently, the only transport of DNA-MBD complex to be considered was the deeper amplitude events as the shallow amplitude events describe unbound DNA and would skew results. Since our DNA had two regions of methylation, using a 1:1 DNA to protein ratio resulted in a distribution of DNA that was bound to two proteins, DNA that was bound to one protein, and a distribution of unbound DNA.
Although transport events were observed for both solutions containing DNA and MBD1x and DNA and MBD2x at lower voltages (300 mV and 400 mV in symmetric 1.0 M LiCl, and 300 mV in asymmetric 1.0 M / 3.0 M LiCl), there was only one observable peak. The average current blockage amplitudes for these conditions were very similar to the values for naked DNA. It can be assumed that at these low voltages, there is either no transport of DNA - MBD complex, or the transport of the complex is too infrequent to present with two peaks in the current blockage histogram. A possible reason for a lack of DNA - MBD complex transport can be insufficient electrostatic force at low applied voltages.[139] The reliance of molecule transport on overcoming electrostatic gradient is lessened in asymmetric conditions, which may explain how complex translocation is observed at 400 mV in 1.0 M / 3.0 M LiCl experiments. A summary of current blockage amplitudes for MBD1x complexes, MBD2x complexes, and naked DNA is provided in Table 7.

Table 7

*Current Blockage Amplitude for DNA - MBD Samples*

<table>
<thead>
<tr>
<th>Conditions</th>
<th>Sample</th>
<th>( I_{300 , \text{mV}} ) (pA)</th>
<th>( I_{400 , \text{mV}} ) (pA)</th>
<th>( I_{500 , \text{mV}} ) (pA)</th>
<th>( I_{600 , \text{mV}} ) (pA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0 M / 1.0 M LiCl</td>
<td>Naked</td>
<td>444.75</td>
<td>507.99</td>
<td>591.63</td>
<td>613.01</td>
</tr>
<tr>
<td></td>
<td>DNA</td>
<td>( \pm 3.76 )</td>
<td>( \pm 5.27 )</td>
<td>( \pm 4.47 )</td>
<td>( \pm 3.88 )</td>
</tr>
<tr>
<td></td>
<td>MBD1</td>
<td>809.69</td>
<td>1020.73</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>DNA-MBD1</td>
<td>( \pm 17.95 )</td>
<td>( \pm 16.63 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>DNA-MBD2</td>
<td>1180.52</td>
<td>1450.96</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>( \pm 7.96 )</td>
<td>( \pm 15.26 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0 M / 3.0 M LiCl</td>
<td>DNA-MBD1</td>
<td>1084.42</td>
<td>1156.74</td>
<td>1512.83</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>( \pm 37.42 )</td>
<td>( \pm 7.89 )</td>
<td>( \pm 17.63 )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>DNA-MBD2</td>
<td>1503.62</td>
<td>1945.39</td>
<td>2585.56</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>( \pm 34.10 )</td>
<td>( \pm 18.14 )</td>
<td>( \pm 26.51 )</td>
<td></td>
</tr>
</tbody>
</table>
Probably the most fascinating development in the analysis of DNA - MBD complexes was the variations in observed current signatures that included single level blockages (i-ii) and multilevel blockages (iii-vi) as shown in Figure 19E. These sample events were extracted from DNA- MBD2x experiments in 1 M/3 M LiCl at 500 mV applied voltage. The single level blockages observed (i-ii), consist of unbound DNA transport (i), which featured a shallow downward spike, and bound single level DNA transport (ii), which was a much larger downward spike, but only had one distinguishable peak and thereby could not be considered multileveled. The transport observed in (ii) was an anomaly because it was a single deep current blockage that shared blockage amplitudes on par with the deeper blockages of multilevel events but lacked the distinct multiple levels. The amplitude of these events was too large to be naked DNA, but the dwell time was too short to be consistent with the complex. One possible explanation for this can be that the region on the DNA attached to the protein dominates the molecule/pore interaction and the region not bound to protein is not detected. This can stem from the high velocity of molecule transport and the slightly larger size of the nanopore compared to the complex. However, although the amplitude of this event is on par with protein bound DNA transport, there is no definitive way to determine whether one protein, or two proteins are bound.

Aside from this, there was an abundance of DNA bound to MBD that produced current signature event shapes including (iii), which had a long initial blockage (when scanning from right to left) and a subsequent shorter blockage, (iv), which had a short initial blockage and a longer blockage afterwards, and (v), which appeared to be a singular long blockage with a prolonged dwell time. Upon further analysis of these types
of prolonged events, there were some events that included a brief upward spike after the initial long blockage and then a subsequent long blockage at the end as seen in (vi). Events with this current blockage signature are promising in that it shows the rudimentary ability of the nanopore-based biosensor to detect two different protein labels on the same DNA molecule so that the nanopore sensor would profile the methylation pattern on a single dsDNA strand. In addition, observation of events such as (iii) and (iv) provide a benchmark for the discrimination of events such as (v) and (vi), where knowing the amplitude of each protein bound region as well as the overall duration of the molecule transport allows us to analyze less clear events, such as (v), more objectively. Although events such as (v) show only one level, the duration of these transport events are on par with (iii) and (iv) and can be assumed to have more than one protein bound although it cannot definitively be considered multilevel from visual inspection.

When comparing DNA - MBD1x complexes with DNA - MBD2x complexes, DNA - MBD2 complexes had a greater diversity in event current signature types and had a greater occurrence of two bound protein events (v-vi) than MBD1 complexes. Conversely, DNA - MBD1x complexes had a greater number of protein-bound single level events (ii). As they do not offer much in terms of blockage level distinction, these events are not helpful in localization of methylation. Therefore, it is best to continue the analysis with the DNA - MBD2x complex as it has a greater binding affinity and creates a larger overall current blockage, which offers a sharper contrast when looking at different blockage levels.
5.3.3 Localization of methylation using MBD2. To take a closer look into the possible localization of methylated CpG islands, two bound protein multilevel events were considered more heavily than single bound protein events. A representative example of a two bound protein multilevel event is provided in Figure 20A.
Figure 20. Analysis of Multilevel Current Blockage Events for DNA – MBD Samples. 
A) Representative multilevel event showing DNA transport with two MBD2 proteins bound. The different current levels, I0, IB1, IB2, and IB3, represent open pore baseline current, DNA blockage current, DNA/protein 1 blockage current, and DNA/protein 2 blockage current respectively. This event was observed in a 1:5 ratio DNA - MBD2 sample in 1 M/ 3 M LiCl at 500 mV. B) Pie chart depicting the distribution of different types of bound protein events observed in 1:5 ratio DNA - MBD2 sample in 1 M/ 3 M LiCl at 500 mV. C) DNA - MBD multilevel event map representing the average temporal duration of each level of current blockage observed in 1:1 ratio DNA -MBD1 samples in 1M LiCl, and 1:5 ratio DNA - MBD2 samples in 1 M LiCl and 1 M/3 M LiCl. This current signature corresponds to sample events in Figure 3v-vi and can be assumed to represent two bound proteins.
Here, our nomenclature for labeling multilevel events is provided as $I_0$ represents open pore baseline current, $I_{B1}$ is the DNA blockage current (where no methyl-binding protein is present), $I_{B2}$ is the DNA/protein 1 blockage current, and $I_{B3}$ is the DNA/protein 2 blockage current level. Both $I_{B2}$ and $I_{B3}$ were represented separately as we found there were often differences in the amplitude of the signal detected from each of these current blockages. Although if one considers the trajectory of the DNA-protein complex as it enters the nanopore, the first protein that would create a blockage would be B3, the two possible bound proteins were labeled chronologically from left to right to avoid confusion when observing and analyzing the sample events. Since a 1:1 ratio of DNA-protein in the complexed sample yielded a significant amount of unbound DNA, 1:5 ratio DNA-MBD2x was also tested to maximize the amount of two bound protein multilevel events that were observed. Histograms for this experiment are provided in Appendix I and show about 80% bound DNA, which is a significant improvement to about 50% bound when testing the 1:1 ratio sample. This is DNA bound to either one, or two MBD2x proteins and includes events like in Figure 19E (ii).

Figure 20B shows the distribution of each type of bound protein event observed in the 1:5 DNA-MBD2x sample at 500 mV applied voltage. As shown, experiments run in symmetric 1.0 M LiCl and asymmetric 1.0 M / 3.0 M LiCl both displayed around 25% multilevel current blockages out of the 80% bound DNA events. Multilevel events here denote any event that has a level $I_{B1}$ blockage as well as an $I_{B2}$ and/or $I_{B3}$ blockage. As shown in Figure 19E, DNA complexes with one bound proteins ($I_{B2}$ or $I_{B3}$ blockage) and two bound proteins ($I_{B2}$ and $I_{B3}$ blockage) were both observed. When one looks at the breakdown of multilevel current blockage events, events in symmetric 1.0 M LiCl were
single protein bound multilevel more than 90% of the time. As discussed previously, the truly valuable type of event to observe is the two bound protein multilevel event, which only makes up about 8% of the occurrences among multilevel events in symmetric 1 M LiCl. When one looks at events in asymmetric 1.0 M / 3.0 M LiCl, there is a significant increase in two bound protein multilevel events, making up almost 70%. The distribution of each type of bound protein event observed in DNA - MBD1x samples at 500 mV and 600 mV as well as the distribution of events observed in DNA - MBD2 at 600 mV is provided in Appendix J.

Figure 20C is an event map generated from the average duration and blockage amplitudes of each level in a two bound protein multilevel event. The data was aggregated to show a simplified version of what a two bound protein multilevel event looks like to scale and includes the temporal duration of overall molecule residence, the DNA blockage current (where no methyl-binding protein is present), the DNA/protein 1 blockage current, and the DNA/protein 2 blockage current level, denoted by \( \tau_D, \tau_{B1}, \tau_{B2}, \) and \( \tau_{B3} \) respectively. \( \tau_{B1} \) also corresponds to the temporal duration between the end of the first protein occurrence and the second on the same DNA molecule. As shown in Figure 20C, there is a clear difference between DNA - MBD1 samples and DNA - MBD2 samples when looking at amplitude and event duration. When comparing the symmetric 1 M LiCl map to the 1.0 M / 3.0 M LiCl map for the MBD2 sample, a similar overall dwell time, \( \tau_D \), is observed. However, there is an increase in \( \tau_{B1} \), which allows one to locate the MBD2 proteins relative to each other. When considering the length of our DNA sequence of 100 base pairs, which translates to about 34 nm in length, each methyl-binding region included on the DNA sequence (consecutive methylated
CpG) encompasses 4 bases, or 4% of the total length of the strand. The distance between the two methyl-binding regions is 68 bases, or about 23 nm. Relating temporal duration to physical distance can help researchers gain a better sense of where methylation manifests itself spatially on the DNA molecule. Utilizing this information along with improving resolution is crucial for the advancement of nanopore biosensors towards methylation detection. Similar multilevel event maps for other current signatures are provided in Appendix K.

5.4 Conclusion

Nanopore biosensors are promising tools in the diagnostic field that can provide a reliable, low-cost, high-throughput alternative to current methods. Although the ability for implementation of nanopore sensors is present, obstacles in the form of fast biomolecule transport and the inability to detect label-free, hinder the platform’s progression onto the mainstage of detection of methylated DNA. Protein labels in the form of methyl-binding proteins and asymmetric salt gradients are good ways to bypass some of the sensitivity issues by amplifying and prolonging the signal output in a way that can be distinguished by the naked eye.

In this study, three methyl-binding proteins, KZF, MBD1x, and MBD2, were utilized with the identical methylated DNA sequence to determine which protein label provided the clearest and most distinct signal. To the best of our knowledge, this is the first reported instance of methylation detection with an MBD2 methyl-CpG-binding label. DNA-MBD2 complexes in asymmetric 1.0 M / 3.0 M LiCl outperformed the other candidates in terms of current blockage amplitudes, overall dwell time, $\tau_D$, and in distance between protein blockage occurrences on the same DNA molecule. When
looking at $\tau_D$ for the DNA - MBD2 complex under asymmetric LiCl conditions, the multilevel event map in Figure 20C showed the $\tau_D$ was about 62% of the duration of the whole transport event on average. Considering the spatial distance between the two methyl-binding sites on the DNA molecule is 68% of the whole DNA strand, the DNA - MBD2 complex accurately measured the separation of the two proteins.

Although the results in this study are promising, certain aspects must be addressed moving forward. For instance, the methylation map generated and reported in Figure 20C illustrates the compiled average of each current blockage region. As were shown in the sample multilevel events, the start and end points of blockage levels are not always clearly defined and there is a certain amount of subjectivity that comes with the analysis. Automating and standardizing the analysis process is crucial to building reliability in the system and to finding meaningful results. Furthermore, DNA with multiple methyl-binding regions must be tested to see if one is able to distinguish distances between multiple proteins on one DNA molecule with an MBD2 label instead of the distance between just two.
Solid-state nanopores can be used as inexpensive and high performance biosensors that are capable of the single molecule detection of a wide variety of analytes of medical interest, ranging from small molecules to post translationally modified proteins. Historically, the nanopore biosensing platform has been attractive in the realm of DNA sequencing, but recently, there has been a shift towards detection of different biomarkers that can result in early disease diagnosis. Theoretically sound and endlessly versatile, one can see why the solid-state nanopore platform in particular would be a tantalizing modality for researchers to experiment with experimental conditions, instrumentation, and techniques. However, as mentioned previously and highlighted throughout this work, the solid-state nanopore platform exhibits several drawbacks, including unstable baseline currents, fast DNA transport, and typically complex and costly fabrication.

Throughout this thesis, some of the capabilities of the solid-state nanopore were demonstrated. The technique of controlled dielectric breakdown was explored, which not only serves practical purposes in that it allows for in-situ fabrication and experimentation and cuts down on overall fabrication time, but it also makes nanopore biosensing technology accessible to institutions that normally would not be able to afford to adopt it due to expensive instrumentation. This coincides with our nanopore sensor’s ultimate goal of bringing reliable, low-cost diagnostic opportunities to underserved communities and developing nations. The modification of experimental conditions was also investigated, as the traditional and well-studied potassium chloride experimental buffer was substituted for lithium chloride buffer with relative success in terms of increasing
nanopore stability post fabrication and in slowing DNA transport. Salt gradients were introduced to further slow DNA transport and increase the incidence of certain transport events that were previous very infrequent. Also, the engineered binding region novel methyl binding protein, MBD2, was used as a protein label to enhance signal in areas of methylation on DNA and was compared to previously used protein labels. In essence, this is the first step towards the nanopore device to be used for biosensing purposes of biomarker detection. Although this work never reached the advent of testing clinical samples, progress was made in discovering new combinations of techniques and conditions to improve the process.

There is also still much that can possibly be done. One thing that was additionally explored in this research was the possibility of using different MBD2 chain lengths to further enhance our signal. These n-mers (dimers, trimers, and tetramers) of MBD2 were combined with the DNA spoken about in the previous chapter in the same manner as the MBD2 monomer was. Multilevel transport events were only observed at 500 mV and 600 mV, with the majority being observed at 600 mV. All the while, we still saw a lot of large, single spike events that do not have multilevel, but are larger blockages than naked DNA as discussed in the previous chapter. These occurred consistently around 50% of the time for the trimer and tetramer (1 M symmetric and 1M/3M), and more often for the monomer (almost 70% of the time for 1M/3M LiCl). The exact reason for this occurrence is still unknown. In addition, the change in dwell time from one n-mer to the other is not linear. There is a minor, 2-fold increase in average total dwell time between monomer and trimer, and there was no significant increase in dwell time between the trimer and tetramer even though we expected slower transport in the tetramer with it being a larger
molecule and with us using a smaller pore for that experiment (16.2 nm as opposed to 18.9 nm). Although interesting to pursue, the different n-mers introduced their own set of obstacles. Since they were different sizes, different size pores were required to analyze the complexes. We were able to accommodate this, but it made data between the different n-mers difficult to compare. Also, the proteins themselves are not rigid bodies, so the longer protein chains, once bound to the DNA, could theoretically reorient themselves and fold as they transport through the pore. This could dramatically alter the characteristic signature of the observed signal; a problem that was not encountered when working with the monomer. More sophisticated ways of characterizing these complexes, or analyzing the data has to be implemented to gain any meaningful information from these molecules. Ultimately, the benefits of working with n-mers as opposed to the monomers still await to be seen, but they are still an interesting area to explore for the future.

Another possible direction for this work to head into could look at different materials for the nanopore. This work focused on one material, the silicon nitride membrane for the nanopore device, but solid-state pores can be made of anything from graphene to glass. Graphene pores introduce an interesting group of ultra-thin nanopore membranes that can address some of the issues that were presented in SiNx pores. These “2 Dimensional” materials can resolve nanoscale-spaced molecular structures with a resolution of less than 0.6 nm along the length of the molecule and could lead to an error-free read-out. Atomically thin graphene nanopores, closely resembling the diameter of dsDNA, have a high sensitivity to infinitesimal changes in the outer diameter of the translocating DNA and could exemplify this principal of 2-D materials. However,
graphene nanopores have a strong hydrophobic interaction with DNA, which causes the DNA to attach to the graphene membrane and impedes translocation and requires surface pretreatment to promote transport. [144-146] Alternative materials have been explored to eliminate the need for additional surface treatment protocol. [68] Molybdenum disulfide (MoS2) is a novel atomically thin nanopore membrane material that has an inherent affinity for DNA translocation and single nucleotide base resolution, but requires no special surface treatment to avoid hydrophobic interaction between DNA and the MoS2 surface. [144] It would be interesting to see if MoS2 membranes could be drilled through controlled dielectric breakdown, and whether the 2-D material would do enough to help the resolution issues we experienced during my graduate studies.

Another route that can be explored is the ever-growing realm of artificial intelligence. Although deserving of its own full thesis and deeper dive, a classical machine learning model is, in short, very reminiscent of how people learn by past experiences. The pipeline involves manually labeled data, which is then used to train a modifier, which then allows the computer to make decisions on unlabeled data based on features from the modifier. This would fit in the scheme for nanopore detection because in its current state, analysts are manually labeling data for hours already. Key features from this data could be used to train the computer to discern transport events form baseline noise, multilevel events from normal transport, and typically information one would manually obtain, such as dwell time, and current amplitude. Utilizing a machine learning model to event detection and data analysis could further automate the process and remove analyst subjectivity. However, this method is not foolproof, and although automation and artificial intelligence has made great strides, it is not always the best...
solution. Mislabling is a key concern. Oftentimes, manually labeled data varies from one dataset to the next. Training a computer with contradicting features, or features that are too vague could lead to inaccuracy. As an analogy, labeling a picture of an orange with color and shape as distinguishing features could get accurate results if the computer is shown pictures of different fruit. However, if the computer is presented with a picture of a basketball, it may mislabel the image as an orange. Similarly, if DNA transport data is too vague in criteria for what an event is, machine learning will not be useful. The robustness of artificial intelligence depends on the amount of data it is trained on, and the quality of that data. Although machine learning is an interesting area to explore for this application, the quality and resolution of the data may create more problems than it addresses.

Being able to detect aberrant methylation in a routine lab screening could help locate a tumor site before it begins to form. This could prove to be crucial in terms of early intervention and therapy and ultimately lead to an exponential increase the rate of survival for most cancer patients. Nanopore biosensors can make this a possibility with some fundamental improvements. This work has been one step towards that goal and has shown promise in the platform, but work still remains to be accomplished in the control of translocation speeds, resolution of signature current blockades and in pinpointing the location of attached methyl binding protein labels.
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Appendix A

Supplemental Current Characteristic Traces of Controlled Dielectric Breakdown

Current Characteristic traces describing progression of nanopore formation during controlled dielectric breakdown. Plots generated by the MATLAB script used for controlled dielectric breakdown describes the mechanism by which the breakdown occurs and highlights three distinct peaks that are indicative of the molecular interactions occurring at that time point. The initial two peaks represent a region driven by surface charge corrosion where the interaction between the ions and membrane cause the accumulation of traps along the center of the free-standing membrane. The third upward spike represents a region of trap assisted tunneling where the breakdown of the membrane occurs. A) illustrates a 5.98 nm pore that was fabricated in 1 M KCl buffer. B) illustrates a 6.37 nm pore fabricated in 1 M LiCl buffer. C) illustrates a 5.46 nm pore fabricated in 1 M KCl buffer. D) illustrates a 5.85 nm pore fabricated in 1 M LiCl buffer.
Appendix B

MATLAB Nanopore Fabrication Code

function varargout = Pore_GUI_v5(varargin)

% PORE_GUI_V5 MATLAB code for Pore_GUI_v5.fig
% PORE_GUI_V5, by itself, creates a new PORE_GUI_V5 or raises the existing
% singleton*.
%
% H = PORE_GUI_V5 returns the handle to a new PORE_GUI_V5 or the handle to
% the existing singleton*.
%
% PORE_GUI_V5('CALLBACK',hObject,eventData,handles,...) calls the local
% function named CALLBACK in PORE_GUI_V5.M with the given input
% arguments.
%
% PORE_GUI_V5('Property','Value',...) creates a new PORE_GUI_V5 or raises the
% existing singleton*. Starting from the left, property value pairs are
% applied to the GUI before Pore_GUI_v5_OpeningFcn gets called. An
% unrecognized property name or invalid value makes property application
% stop. All inputs are passed to Pore_GUI_v5_OpeningFcn via varargin.
%
% *See GUI Options on GUIDE's Tools menu. Choose "GUI allows only one
% instance to run (singleton)".
%
% See also: GUIDE, GUIDATA, GUIHANDLES

% Edit the above text to modify the response to help Pore_GUI_v5

% Last Modified by GUIDE v2.5 22-Jun-2018 13:58:11

% Begin initialization code - DO NOT EDIT
gui_Singleton = 1;

gui_State = struct('gui_Name', mfilename, ...
    'gui_Singleton', gui_Singleton, ...
    'gui_OpeningFcn', @Pore_GUI_v5_OpeningFcn, ...
    'gui_OutputFcn', @Pore_GUI_v5_OutputFcn, ...
    'gui_LayoutFcn', [], ...
    'gui_Callback', []);

if nargin && ischar(varargin{1})
    gui_State.gui_Callback = str2func(varargin{1});
end

if nargout
    [varargout{1:nargout}] = gui_mainfcn(gui_State, varargin{:});
else
    gui_mainfcn(gui_State, varargin{:});
end

% End initialization code - DO NOT EDIT

% --- Executes just before Pore_GUI_v5 is made visible.
function Pore_GUI_v5_OpeningFcn(hObject, eventdata, handles, varargin)
% This function has no output args, see OutputFcn.
% hObject    handle to figure
% eventdata  reserved - to be defined in a future version of MATLAB
% handles    structure with handles and user data (see GUIDATA)
% varargin   command line arguments to Pore_GUI_v5 (see VARARGIN)

% Choose default command line output for Pore_GUI_v5
handles.output = hObject;
current = 0;

% handles.current_char = current_char;

% Set axes
handles.current_graph = axes('parent',handles.current_char,....
    'YGrid','on',...
    'YColor',[0 0 0],...
    'XGrid','on',....
    'XColor',[0 0 0],....
    'Color',[1 1 1]);

hold on;
handles.time = now;
handles.current_char =
plot(handles.current_graph,handles.time,current,'Marker','.','LineWidth',1,'Color',[0 0 0]);

xlim(handles.current_graph,[min(handles.time) max(handles.time+0.001)]);

% Create xlabel
xlabel('Time (min)','FontWeight','bold','FontSize',14,'Color',[0 0 0]);

% Create ylabel
ylabel('Current (A)','FontWeight','bold','FontSize',14,'Color',[0 0 0]);

% Create title
title('Current Characteristics','FontSize',15,'Color',[0 0 0]);

% Update handles structure
% disable textfields and button until initialized
set(handles.Cut_Off_Current_edit,'Enable','off');
set(handles.air_bubble_edit,'Enable','off');
set(handles.Voltage_edit,'Enable','off');
set(handles.pulse_dur_edit,'Enable','off');
set(handles.Pulse_volt_min_edit,'Enable','off');
set(handles.pulse_volt_max_edit,'Enable','off');
set(handles.comm_edit,'Enable','off');
set(handles.Exe_comm_button,'Enable','off');
set(handles.Output_edit,'Enable','off');
set(handles.Run_button,'Enable','off');
set(handles.Pause_Button,'Enable','off');
set(handles.e_stop_button,'Enable','off');
set(handles.Export,'Enable','off');
set(handles.refine,'Enable','off');
guidata(hObject, handles);

% UIWAIT makes Pore_GUI_v5 wait for user response (see UIRESUME)
% uïwait(handles.figure1);

% --- Outputs from this function are returned to the command line.
function varargout = Pore_GUI_v5_OutputFcn(hObject, eventdata, handles)
% varargout cell array for returning output args (see VARARGOUT);
% hObject handle to figure
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)

% Get default command line output from handles structure
varargout{1} = handles.output;
function intit_button_Callback(hObject, eventdata, handles)
    % hObject    handle to intit_button (see GCBO)
    % eventdata  reserved - to be defined in a future version of MATLAB
    % handles    structure with handles and user data (see GUIDATA)

    % Find a GPIB object.
    obj1 = instrfind('Type', 'gpib', 'BoardIndex', 7, 'PrimaryAddress', 20, 'Tag', '');
    % defines gpib board (Agilent) as obj1

    % Create the GPIB object if it does not exist
    % otherwise use the object that was found.

    if isempty(obj1)
        obj1 = gpib('AGILENT', 7, 20);
    else
        fclose(obj1);
        obj1 = obj1(1);
    end

    fopen(obj1);        % Connect to instrument object, obj1.

    fprintf(obj1,'*RST');       % returns instrument to initial state
    fprintf(obj1,':SOURce:VOLTage:LEVEL:IMMediate:AMPLitude 0');
    fprintf(obj1,'SOURce:VOLTage:RANGe 50');    % sets range of instrument to 50V (default is 10V)
    fprintf(obj1,'SOURce:VOLTage:STATE on');    % Remotely turns on voltage source
operate
set(handles.Cut_Off_Current_edit,'Enable','on');
set(handles.air_bubble_edit,'Enable','on');
set(handles.Voltage_edit,'Enable','on');
set(handles.pulse_dur_edit,'Enable','on');
set(handles.Pulse_volt_min_edit,'Enable','on');
set(handles.pulse_volt_max_edit,'Enable','on');
set(handles.comm_edit,'Enable','on');
set(handles.Exe_comm_button,'Enable','on');
set(handles.Output_edit,'Enable','on');
set(handles.Run_button,'Enable','on');
set(handles.Pause_Button,'Enable','on');
set(handles.e_stop_button,'Enable','on');
set(handles.Export,'Enable','on');
set(handles.refine,'Enable','on');
set(handles.intit_button,'Enable','off');

handles.obj1 = obj1;
handles.command = get(handles.comm_edit, 'String');
handles.cut_off_current = get(handles.Cut_Off_Current_edit, 'String');
handles.voltage = get(handles.Voltage_edit, 'String');
handles.air_bubble = get(handles.air_bubble_edit, 'String');
handles.pulse_dur = get(handles.pulse_dur_edit, 'String');
handles.pulse_min = get(handles.Pulse_volt_min_edit, 'String');
handles.pulse_max = get(handles.pulse_volt_max_edit, 'String');
handles.refine=get(handles.refine, 'String');
handles.output_log = '';
handles.starttime = '';

handles.output_log = [handles.output_log newline 'Initial Conditions'];
guidata(hObject,handles);
function Run_button_Callback(hObject, eventdata, handles)
    % hObject    handle to Run_button (see GCBO)
    % eventdata  reserved - to be defined in a future version of MATLAB
    % handles    structure with handles and user data (see GUIDATA)
    % variables
    sustain_dur = 3600;   % set duration of sustained voltage application (in seconds)
    count = 1;
    time = handles.time;
    pulse_dur = str2double(handles.pulse_dur);
    cut_off = (str2double(handles.cut_off_current))*10^-9;
    air_bubble = (str2double(handles.air_bubble))*10^-9;

    q = clock;
    sc= num2str(q(4));
    sd= num2str(q(5));
    se= num2str(q(6));
    handles.starttime = [sc ':' sd ':' se];

    handles.output_log = [handles.output_log newline ['The start time is ' handles.starttime]];
    set(handles.Output_edit, 'String', ['The starttime is ' handles.starttime]);
    guidata(hObject,handles);

    t5=[];
    t10=[];

    volt_string=':SOURce:VOLTage:LEVel:IMMediate:AMPLitude ';
    timer = 1;

    while true     % initiate voltage loop
        % ...
handles.time(count) = datenum(clock);
fprintf(handles.obj1,'MEASure:CURRent:DC?'); % To measure current the command is MEASURE:CURRENT:DC?
current(count) = fscanf(handles.obj1,'%f');  %%#ok<SAGROW>
set(handles.current_char,'YData',current,'XData',time);
datetick('x','HH:MM:SS');

%perform 4 measurements of current and time
a1=query(handles.obj1,'MEASure:CURRent:DC?');
time(count) = datenum(clock);
fprintf(handles.obj1,'MEASure:CURRent:DC?'); % To measure current the command is MEASURE:CURRENT:DC?
current(count) = fscanf(handles.obj1,'%f');  %%#ok<SAGROW>
set(handles.current_char,'YData',current,'XData',time);
datetick('x','HH:MM:SS');
count= count+1;
I1=a1(2:13);

a2=query(handles.obj1,'MEASure:CURRent:DC?');
time(count) = datenum(clock);
fprintf(handles.obj1,'MEASure:CURRent:DC?'); % To measure current the command is MEASURE:CURRENT:DC?
current(count) = fscanf(handles.obj1,'%f');  %%#ok<SAGROW>
set(handles.current_char,'YData',current,'XData',time);
datetick('x','HH:MM:SS');
count= count+1;
I2=a2(2:13);

a3=query(handles.obj1,'MEASure:CURRent:DC?');
time(count) = datenum(clock);
fprintf(handles.obj1,'MEASure:CURRent:DC?'); % To measure current the command
is MEASURE:CURRENT:DC?
current(count) = fscanf(handles.obj1,'%f');  \%\%#ok<SAGROW>
set(handles.current_char,'YData',current,'XData',time);
datetick('x','HH:MM:SS');
count= count+1;
I3=a3(2:13);

a4=query(handles.obj1,'MEASure:CURRent:DC?');
time(count) = datenum(clock);
fprintf(handles.obj1,'MEASure:CURRent:DC?'); % To measure current the command
is MEASURE:CURRENT:DC?
current(count) = fscanf(handles.obj1,'%f');  \%\%#ok<SAGROW>
set(handles.current_char,'YData',current,'XData',time);
datetick('x','HH:MM:SS');
count= count+1;
I4=a4(2:13);

I_sum=str2double(I1)+str2double(I2)+str2double(I3)+str2double(I4);  \% sum of
Current values

if (I_sum/4)<50E-09 %If average of measured current points are greater than 15 nA
and less than 50nA initiate sustained voltage run (I_sum/4)<15E-09 &

message = [volt_string get(handles.Voltage_edit, 'String')];
fprintf(handles.obj1,message);
f=query(handles.obj1,'SOURce:VOLTage:LEVel:IMMediate:AMPLitude?');
h=get(handles.Cut_Off_Current_edit, 'String');
ff=str2double(f);

for i=timer:sustain_du %counter for sustained voltage run. 1 iteration
message = [volt_string get(handles.Voltage_edit, 'String')];
fprintf(handles.obj1,message);

if ff==str2double(f)
else
  z = clock;
  cf= num2str(z(4));
  cg= num2str(z(5));
  ch= num2str(z(6));
  handles.output_log = [handles.output_log newline 'The applied voltage is set to ' get(handles.Voltage_edit, 'String') ' V at ' cf ':' cg ':' ch];
  set(handles.Output_edit, 'String', ['The applied voltage is set to ' get(handles.Voltage_edit, 'String') ' V at ' cf ':' cg ':' ch]);
  guidata(hObject,handles);
  f=num2str(ff);
end

if hhh==str2double(h)
else
  c = clock;
  hi= num2str(c(4));
  hn= num2str(c(5));
  ht= num2str(c(6));
  handles.output_log = [handles.output_log newline 'The cutoff current is ' get(handles.Cut_Off_Current_edit, 'String') ' nA at ' hi ':' hn ':' ht];
  set(handles.Output_edit, 'String', ['The cutoff current is ' get(handles.Cut_Off_Current_edit, 'String') ' nA at ' hi ':' hn ':' ht]);
  guidata(hObject,handles);
h=num2str(hhh);
end

set(handles.Timer_edit, 'String', i);
pause(0.5)
b=query(handles.obj1,'MEASure:CURRent:DC?');
H=b(2:13);
% Meas_points2=[meas_points2; str2double(H)];
T2=[t5; clock];

if i>5
    if str2double(H)> (str2double(get(handles.Cut_Off_Current_edit,'String'))*10^-09)
        c = clock;
        hh= num2str(c(4));
        hm= num2str(c(5));
        hs= num2str(c(6));

        handles.output_log = [handles.output_log newline 'The current is ' H ' nA at ' hh ':' hm ':' hs];
        set(handles.Output_edit, 'String', ['The current is ' H ' nA at ' hh ':' hm ':' hs]);
        guidata(hObject,handles);
        pause (0.5)
l1=query(handles.obj1,'MEASure:CURRent:DC?');
        Check1=l1(2:13);
    
    pause(0.5)
l2=query(handles.obj1,'MEASure:CURRent:DC?');
    Check2=l2(2:13);

    pause(0.5)
l3=query(handles.obj1,'MEASure:CURRent:DC?');
Check3=l3(2:13);

pause(0.5)
l4=query(handles.obj1,'MEASure:CURRent:DC?');
Check4=l4(2:13);

check_sum=str2double(Check1)+str2double(Check2)+str2double(Check3)+str2double(Check4);

if (check_sum/4)>(str2double(get(handles.Cut_Off_Current_edit,'String'))*10^-09)
t5=T2;

ff=str2double(query(handles.obj1,';SOURce:VOLTage:LEVel:IMMediate:AMPLitude?'));
fprintf(handles.obj1,';SOURce:VOLTage:LEVel:IMMediate:AMPLitude 0');

break
else
end
else
end
time(count) = datenum(clock);
c=query(handles.obj1,'MEASure:CURRent:DC?');

fprintf(handles.obj1,'MEASure:CURRent:DC?'); % To measure current the command is MEASURE:CURRENT:DC?
current(count) = fscanf(handles.obj1,'%f');
set(handles.current_char,'YData',current,'XData',time);
datetick('x','HH:MM:SS');
count = count+1;

t5=T2;

ff=str2double(query(handles.obj1,':SOURce:VOLTage:LEVel:IMMediate:AMPLitude?'));

hhh=str2double(get(handles.Cut_Off_Current_edit, 'String'));

timer = i+2;
end

elseif (I_sum/4)> 50E-09
    handles.output_log = [handles.output_log newline 'Membrane has broken...'];
    set(handles.Output_edit, 'String', 'Membrane has broken...');
    guidata(hObject,handles);
    fprintf(handles.obj1,':SOURce:VOLTage:LEVel:IMMediate:AMPLitude 0');
else
    handles.output_log = [handles.output_log newline 'Nanopore has formed'];
    set(handles.Output_edit, 'String', 'Nanopore has formed');
    guidata(hObject,handles);
    fprintf(handles.obj1,':SOURce:VOLTage:LEVel:IMMediate:AMPLitude 0');
end

if ff==str2double(f)
else
    z = clock;
    cf= num2str(z(4));
    cg= num2str(z(5));
    ch= num2str(z(6));
    handles.output_log = [handles.output_log newline ['The applied voltage is set to ' get(handles.Voltage_edit, 'String') ' V at ' cf ':' cg ':' ch]]; 
    set(handles.Output_edit, 'String', ['The applied voltage is set to ' get(handles.Voltage_edit, 'String') ' V at ' cf ':' cg ':' ch]);
    guidata(hObject,handles);
    f=num2str(ff);
end

fprintf(handles.obj1,:SOURce:VOLTage:LEVel:IMMediate:AMPLitude 0);

pause(10)

fprintf(handles.obj1,:SOURce:VOLTage:LEVel:IMMediate:AMPLitude 1);
pause(20)

c1=query(handles.obj1,'MEASure:CURRent:DC?');
time(count) = datenum(clock);
fprintf(handles.obj1,'MEASure:CURRent:DC?'); % To measure current the command is MEASURE:CURRENT:DC?
current(count) = fscanf(handles.obj1,'%f');  %%#ok<SAGROW>
set(handles.current_char,'YData',current,'XData',time);
J1=c1(2:13)

c2=query(handles.obj1,'MEASure:CURRent:DC?');
time(count) = datenum(clock);
fprintf(handles.obj1,'MEASure:CURRent:DC?'); % To measure current the command is MEASURE:CURRENT:DC?
current(count) = fscanf(handles.obj1,'%f');  %%#ok<SAGROW>
set(handles.current_char,'YData',current,'XData',time);
J2=c2(2:13)

c3=query(handles.obj1,'MEASure:CURRent:DC?');
time(count) = datenum(clock);
fprintf(handles.obj1,'MEASure:CURRent:DC?'); % To measure current the command is MEASURE:CURRENT:DC?
current(count) = fscanf(handles.obj1,'%f');  %%#ok<SAGROW>
set(handles.current_char,'YData',current,'XData',time);
J3=c3(2:13)

c4=query(handles.obj1,'MEASure:CURRent:DC?');
time(count) = datenum(clock);
fprintf(handles.obj1,'MEASure:CURRent:DC?'); % To measure current the command is MEASURE:CURRENT:DC?
current(count) = fscanf(handles.obj1,'%f');  %%#ok<SAGROW>
set(handles.current_char,'YData',current,'XData',time);
J4=c4(2:13)

J_sum=str2double(J1)+str2double(J2)+str2double(J3)+str2double(J4);

% Refining

if (J_sum/4)>15E-09 && (J_sum/4)<50E-09
    handles.output_log = [handles.output_log newline 'Nanopore has formed'];
    set(handles.Output_edit, 'String', 'Nanopore has formed');
guidata(hObject,handles);
fprintf(handles.obj1,':SOURce:VOLTage:LEVel:IMMediate:AMPLitude 0');

timer=1;

for i=timer:(str2double(get(handles.pulse_dur_edit, 'String')))
    time(count) = datenum(clock);
    set(handles.Timer_edit, 'String', i);
    volt=query(handles.obj1,':SOURce:VOLTage:LEVel:IMMediate:AMPLitude?');

    T4=[t10; clock];

    if str2double(volt) == str2double(get(handles.pulse_volt_max_edit, 'String'))
        message_min = [volt_string get(handles.Pulse_volt_min_edit, 'String')];

        fprintf(handles.obj1,message_min);

        pause(0.5)
    else
        message_max = [volt_string get(handles.pulse_volt_max_edit, 'String')];

        fprintf(handles.obj1,message_max);

        pause(0.5)
    end

fprintf(handles.obj1,'MEASure:CURRent:DC?'); % To measure current the command is MEASURE:CURRENT:DC?
    current(count) = fscanf(handles.obj1,'%f');  %%#ok<SAGROW>
    set(handles.current_char,'YData',current,'XData',time);
    datetick('x','HH:MM:SS');
count = count +1;

t10=T4;

end

hold on
fprintf(handles.obj1,':SOURce:VOLTage:LEVel:IMMediate:AMPLitude 0');
break

elseif (J_sum/4)>50E-09

handles.output_log = [handles.output_log newline 'Membrane has broken...'];
set(handles.Output_edit, 'String', 'Membrane has broken...');
guidata(hObject,handles);
fprintf(handles.obj1,':SOURce:VOLTage:LEVel:IMMediate:AMPLitude 0');

time(count) = datenum(clock);
fprintf(handles.obj1,'MEASure:CURRent:DC?'); % To measure current the command is MEASURE:CURRENT:DC?
current(count) = fscanf(handles.obj1,'%f');  %%#ok<SAGROW>
set(handles.current_char,'YData',current,'XData',time);
datetick('x','HH:MM:SS');
count = count +1;

hold on
break

elseif (J_sum/4)<15E-09 %(J_sum/4)>08E-09 &&

handles.output_log = [handles.output_log newline ['There is a small nanopore
present. Voltage reduced to 8 V. Click \n the mouse to continue or any key to end.');
set(handles.Output_edit, 'String', 'There is a small nanopore present. Voltage reduced to 8 V. Click \n the mouse to continue or any key to end.');
guidata(hObject,handles);
w = waitforbuttonpress;

if w == 0
    set(handles.Voltage_edit, 'String', '8')
else
    handles.output_log = [handles.output_log newline 'SMALL nanopore has formed'];
    set(handles.Output_edit, 'String', 'SMALL nanopore has formed');
guidata(hObject,handles);
    fprintf(handles.obj1,':SOURce:VOLTage:LEVel:IMMediate:AMPLitude 0');

    timer=1;

    for i=timer:(str2double(get(handles.pulse_dur_edit, 'String')))  
        time(count) = datenum(clock);
        set(handles.Timer_edit, 'String', i);
        volt=query(handles.obj1,':SOURce:VOLTage:LEVel:IMMediate:AMPLitude?');
        T4=[t10; clock];

        if str2double(volt) == str2double(get(handles.pulse_volt_max_edit, 'String'))  
            %10
            message_min = [volt_string get(handles.Pulse_volt_min_edit, 'String')];
            fprintf(handles.obj1,message_min);
pause(0.5)
else
    message_max = [volt_string get(handles.pulse_volt_max_edit, 'String');];

    fprintf(handles.obj1,message_max); pause(0.5)
end
fprintf(handles.obj1,'MEASure:CURRent:DC?'); % To measure current the
command is MEASURE:CURRENT:DC?
current(count) = fscanf(handles.obj1,'%f');  %%#ok<SAGROW>
set(handles.current_char,'YData',current,'XData',time);
datetick('x','HH:MM:SS');

    count = count +1;

    t10=T4;

end
hold on
fprintf(handles.obj1,':SOURce:VOLTage:LEVel:IMMediate:AMPLitude 0');
break
end
else

end
i = clock;
cc= num2str(i(4));

end
handles.output_log = [handles.output_log newline ['The endtime is ' cc ':' cd ':' ce]];  
set(handles.Output_edit, 'String', ['The endtime is ' cc ':' cd ':' ce]);  
end

handles.output_log = [handles.output_log newline 'You are done! Click the Export Button to Save'];  
set(handles.Output_edit, 'String', 'You are done! Click the Export Button to Save');  
guidata(hObject,handles);

% --- Executes on button press in Pause_Button.
function Pause_Button_Callback(hObject, eventdata, handles)
    % hObject    handle to Pause_Button (see GCBO)
    % eventdata  reserved - to be defined in a future version of MATLAB
    % handles    structure with handles and user data (see GUIDATA)
    fprintf(handles.obj1,':SOURce:VOLTage:LEVel:IMMediate:AMPLitude 0');
    k = waitforbuttonpress;
    if k == 1
        else
    end
    guidata(hObject,handles);

% --- Executes on button press in e_stop_button.
function e_stop_button_Callback(hObject, eventdata, handles)
    % hObject    handle to e_stop_button (see GCBO)
    % eventdata  reserved - to be defined in a future version of MATLAB
    % handles    structure with handles and user data (see GUIDATA)

fprintf(handles.obj1,'SOURce:VOLTage:LEVel:IMMediate:AMPLitude 0');
quit;
guidata(hObject,handles);

function Cut_Off_Current_edit_Callback(hObject, eventdata, handles)

function Cut_Off_Current_edit_CreateFcn(hObject, eventdata, handles)
function Voltage_edit_Callback(hObject, eventdata, handles)

% hObject    handle to Voltage_edit (see GCBO)
% eventdata  reserved - to be defined in a future version of MATLAB
% handles    structure with handles and user data (see GUIDATA)

% Hints: get(hObject,'String') returns contents of Voltage_edit as text
% str2double(get(hObject,'String')) returns contents of Voltage_edit as a double

handles.voltage = get(hObject, 'String');

i = clock;
cc= num2str(i(4));
cd= num2str(i(5));
ce= num2str(i(6));

handles.output_log = [handles.output_log newline ['The applied voltage is set to ' handles.voltage ' V at ' cc ':' cd ':' ce]];

set(handles.Output_edit, 'String', ['The applied voltage is set to ' handles.voltage ' V at ' cc ':' cd ':' ce]);

guidata(hObject,handles);

% --- Executes during object creation, after setting all properties.

function Voltage_edit_CreateFcn(hObject, eventdata, handles)

% hObject    handle to Voltage_edit (see GCBO)
% eventdata  reserved - to be defined in a future version of MATLAB
% handles    empty - handles not created until after all CreateFcns called
if ispc && isequal(get(hObject,'BackgroundColor'),
get(0,'defaultUicontrolBackgroundColor'))
    set(hObject,'BackgroundColor','white');
end

function air_bubble_edit_Callback(hObject, eventdata, handles)
    % hObject    handle to air_bubble_edit (see GCBO)
    % eventdata  reserved - to be defined in a future version of MATLAB
    % handles    structure with handles and user data (see GUIDATA)
    % Hints: get(hObject,'String') returns contents of air_bubble_edit as text
    % str2double(get(hObject,'String')) returns contents of air_bubble_edit as a double
    handles.air_bubble_cut_off = get(hObject, 'String');
    guidata(hObject,handles);

    % --- Executes during object creation, after setting all properties.
    function air_bubble_edit_CreateFcn(hObject, eventdata, handles)
        % hObject    handle to air_bubble_edit (see GCBO)
        % eventdata  reserved - to be defined in a future version of MATLAB
        % handles    empty - handles not created until after all CreateFcns called

        % Hint: edit controls usually have a white background on Windows.
        % See ISPC and COMPUTER.
        if ispc && isequal(get(hObject,'BackgroundColor'),
        get(0,'defaultUicontrolBackgroundColor'))
            set(hObject,'BackgroundColor','white');
        end
function Pulse_volt_min_edit_Callback(hObject, eventdata, handles)
    % hObject    handle to Pulse_volt_min_edit (see GCBO)
    % eventdata  reserved - to be defined in a future version of MATLAB
    % handles    structure with handles and user data (see GUIDATA)

    % Hints: get(hObject,'String') returns contents of Pulse_volt_min_edit as text
    %        str2double(get(hObject,'String')) returns contents of Pulse_volt_min_edit as a
double
    handles.pulse_volt_min = get(hObject, 'String');
    
    i = clock;
    cc= num2str(i(4));
    cd= num2str(i(5));
    ce= num2str(i(6));
    handles.output_log = [handles.output_log newline ['The min pulse voltage is set to ' handles.pulse_volt_min ' V at ' cc ':' cd ':' ce]];
    set(handles.Output_edit, 'String', ['The min pulse voltage is set to ' handles.pulse_volt_min ' V at ' cc ':' cd ':' ce]);

    guidata(hObject,handles);

    % --- Executes during object creation, after setting all properties.
function Pulse_volt_min_edit_CreateFcn(hObject, eventdata, handles)
    % hObject    handle to Pulse_volt_min_edit (see GCBO)
    % eventdata  reserved - to be defined in a future version of MATLAB
    % handles    empty - handles not created until after all CreateFcns called

    % Hint: edit controls usually have a white background on Windows.
if ispc && isequal(get(hObject,'BackgroundColor'),
get(0,'defaultUicontrolBackgroundColor'))
    set(hObject,'BackgroundColor','white');
end

function pulse_volt_max_edit_Callback(hObject, eventdata, handles)
    % hObject    handle to pulse_volt_max_edit (see GCBO)
    % eventdata  reserved - to be defined in a future version of MATLAB
    % handles    structure with handles and user data (see GUIDATA)

    % Hints: get(hObject,'String') returns contents of pulse_volt_max_edit as text
    % str2double(get(hObject,'String')) returns contents of pulse_volt_max_edit as a double
    handles.pulse_volt_max = get(hObject, 'String');

    i = clock;
    cc= num2str(i(4));
    cd= num2str(i(5));
    ce= num2str(i(6));
    handles.output_log = [handles.output_log newline 
        'The max pulse voltage is set to ' handles.pulse_volt_max ' V at ' cc ':' cd ':' ce
    ];
    set(handles.Output_edit, 'String', 
        'The max pulse voltage is set to ' handles.pulse_volt_max ' V at ' cc ':' cd ':' ce
    );

    guidata(hObject,handles);

    % --- Executes during object creation, after setting all properties.
    function pulse_volt_max_edit_CreateFcn(hObject, eventdata, handles)
    % hObject    handle to pulse_volt_max_edit (see GCBO)
if ispc && isequal(get(hObject,'BackgroundColor'),
    get(0,'defaultUicontrolBackgroundColor'))
    set(hObject,'BackgroundColor','white');
end

function comm_edit_Callback(hObject, eventdata, handles)
% hObject    handle to comm_edit (see GCBO)
% eventdata  reserved - to be defined in a future version of MATLAB
% handles    structure with handles and user data (see GUIDATA)

% Hints: get(hObject,'String') returns contents of comm_edit as text
%        str2double(get(hObject,'String')) returns contents of comm_edit as a double
handles.command = get(hObject, 'String');
guidata(hObject,handles);

% --- Executes on button press in Exe_comm_button.
function Exe_comm_button_Callback(hObject, eventdata, handles)
% hObject    handle to Exe_comm_button (see GCBO)
% eventdata  reserved - to be defined in a future version of MATLAB
% handles    structure with handles and user data (see GUIDATA)
handles.command = get(handles.comm_edit, 'String');
eval(handles.command);
set(handles.comm_edit, 'String', 'Enter Command');
guidata(hObject,handles);
% --- Executes during object creation, after setting all properties.
function comm_edit_CreateFcn(hObject, eventdata, handles)
% hObject    handle to comm_edit (see GCBO)
% eventdata  reserved - to be defined in a future version of MATLAB
% handles    empty - handles not created until after all CreateFcns called

% Hint: edit controls usually have a white background on Windows.
%       See ISPC and COMPUTER.
if ispc && isequal(get(hObject,'BackgroundColor'),
    get(0,'defaultUicontrolBackgroundColor'))
    set(hObject,'BackgroundColor','white');
end

function pulse_dur_edit_Callback(hObject, eventdata, handles)
% hObject    handle to pulse_dur_edit (see GCBO)
% eventdata  reserved - to be defined in a future version of MATLAB
% handles    structure with handles and user data (see GUIDATA)

% Hints: get(hObject,'String') returns contents of pulse_dur_edit as text
%       str2double(get(hObject,'String')) returns contents of pulse_dur_edit as a double
handles.pulse_dur = get(hObject, 'String');
guidata(hObject,handles);

% --- Executes during object creation, after setting all properties.
function pulse_dur_edit_CreateFcn(hObject, eventdata, handles)
% hObject    handle to pulse_dur_edit (see GCBO)
% eventdata  reserved - to be defined in a future version of MATLAB
% handles    empty - handles not created until after all CreateFcns called

% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc && isequal(get(hObject,'BackgroundColor'),
get(0,'defaultUicontrolBackgroundColor'))
    set(hObject,'BackgroundColor','white');
end

% --- Executes during object creation, after setting all properties.
function current_graph_CreateFcn(hObject, eventdata, handles)

% hObject    handle to current_graph (see GCBO)
% eventdata  reserved - to be defined in a future version of MATLAB
% handles    empty - handles not created until after all CreateFcns called

% Hint: place code in OpeningFcn to populate current_graph

function Timer_edit_Callback(hObject, eventdata, handles)

% hObject    handle to Timer_edit (see GCBO)
% eventdata  reserved - to be defined in a future version of MATLAB
% handles    structure with handles and user data (see GUIDATA)

% Hints: get(hObject,'String') returns contents of Timer_edit as text
% str2double(get(hObject,'String')) returns contents of Timer_edit as a double
handles.timer = get(hObject, 'String');
guidata(hObject,handles);

% --- Executes during object creation, after setting all properties.
function Timer_edit_CreateFcn(hObject, eventdata, handles)

% hObject    handle to Timer_edit (see GCBO)
% eventdata  reserved - to be defined in a future version of MATLAB
% handles    empty - handles not created until after all CreateFcns called

% Hint: edit controls usually have a white background on Windows.
if ispc && isequal(get(hObject,'BackgroundColor'), get(0,'defaultUicontrolBackgroundColor'))
    set(hObject,'BackgroundColor','white');
end

function Output_edit_Callback(hObject, eventdata, handles)
    % hObject    handle to Output_edit (see GCBO)
    % eventdata  reserved - to be defined in a future version of MATLAB
    % handles    structure with handles and user data (see GUIDATA)

    % Hints: get(hObject,'String') returns contents of Output_edit as text
    %       str2double(get(hObject,'String')) returns contents of Output_edit as a double
    handles.output_edit = get(hObject, 'String');
guidata(hObject,handles);

    % --- Executes during object creation, after setting all properties.
function Output_edit_CreateFcn(hObject, eventdata, handles)
    % hObject    handle to Output_edit (see GCBO)
    % eventdata  reserved - to be defined in a future version of MATLAB
    % handles    empty - handles not created until after all CreateFcns called

    % Hint: edit controls usually have a white background on Windows.
    %       See ISPC and COMPUTER.
    if ispc && isequal(get(hObject,'BackgroundColor'), get(0,'defaultUicontrolBackgroundColor'))
        set(hObject,'BackgroundColor','white');
    end

    % --- Executes on button press in Export.
function Export_Callback(hObject, eventdata, handles)
% hObject    handle to Export (see GCBO)
% eventdata  reserved - to be defined in a future version of MATLAB
% handles    structure with handles and user data (see GUIDATA)

% %records start time in output

Fig2 = figure;
copyobj(handles.current_graph, Fig2);
hgsave(Fig2, 'myFigure.fig');

handles.output_log = [handles.output_log newline 'You are done!'];
File = fopen('Output.txt','w');
set(handles.Output_edit, 'String', 'You are done!');
fprintf(File, handles.output_log);
fclose(File);

guidata(hObject,handles);

% --- Executes on button press in refine.
function refine_Callback(hObject, eventdata, handles)
% hObject    handle to refine (see GCBO)
% eventdata  reserved - to be defined in a future version of MATLAB
% handles    structure with handles and user data (see GUIDATA)

handles.refine = get(hObject, 'String');
pulse_dur = str2double(handles.pulse_dur);
volt_string=':SOURce:VOLTage:LEVel:IMMediate:AMPLitude ';
timer=1;

for i=timer:(str2double(get(handles.pulse_dur_edit, 'String')))
    set(handles.Timer_edit, 'String', i);
    volt=query(handles.obj1,':SOURce:VOLTage:LEVel:IMMediate:AMPLitude?');

    if str2double(volt) == str2double(get(handles.pulse_volt_max_edit, 'String'))
        message_min = [volt_string get(handles.Pulse_volt_min_edit, 'String');];
    fprintf(handles.obj1,message_min);
    pause(0.5)
    else
        message_max = [volt_string get(handles.pulse_volt_max_edit, 'String');];
    fprintf(handles.obj1,message_max);
    pause(0.5)
end
declare(handles.obj1,':SOURce:VOLTage:LEVel:IMMediate:AMPLitude 0');

guidata(hObject,handles);

*Published with MATLAB® R2016b*
Appendix C

Comparison of I-V Relationship for Pores Post Fabrication and Post Soaking

A) nanopore fabricated in 1 M KCl and subsequently soaked overnight in 3.6 M LiCl buffer. The estimated pore size is 5.98 nm in diameter.

B) nanopore fabricated in 1 M KCl and subsequently soaked overnight in 3.6 M LiCl buffer. The estimated pore size is 23.9 nm in diameter.

C) nanopore fabricated in 1 M LiCl and subsequently soaked overnight in 3.6 M LiCl stabilization buffer. The estimated pore size is 14.45 nm in diameter.

IV curves for various pores acquired immediately after fabrication (left) and after soaking in LiCl stabilization buffer (right).
Appendix D

Comparison of I-V Relationship for Pores in Symmetric and Asymmetric Buffer

Observable changes in the I-V relationship of the nanopore. I-V relationships were taken in symmetric 1 M LiCl after nanopore fabrication for each pore and then compared to the I-V curve attained after switching media into the asymmetric concentration solution. Linear behavior and a parallel offset to the symmetric conditions were observed in A) 0.3 M/3 M, B) 0.5 M/3 M, and D) 1.5 M/3 M. C) shows a linear behavior, but an offset that has a larger slope.
Appendix E

Methylated DNA Sequence

DNA sequence:

5’-

aaccgtcatgc\text{tc}^\text{m}g\text{tcggtgctgcaactgctccgtcagcactgcatcagacgctctgagatgctcagcaggtacctcgcgatgtcccgctctgagaga

gc\text{m}g\text{tcggtgctgcaactgctccgtcagcactgcatcagacgctctgagatgctcagcaggtacctcgcgatgtcccgctctgagaga

Control sequence:

5’-

aaccgtcatgc\text{tc}^\text{m}g\text{tcggtgctgcaactgctccgtcagcactgcatcagacgctctgagatgctcagcaggtacctcgcgatgtcccgctctgagaga

gc\text{m}g\text{tcggtgctgcaactgctccgtcagcactgcatcagacgctctgagatgctcagcaggtacctcgcgatgtcccgctctgagaga

gegetcatacttcac-3’
Appendix F

Mean Dwell Times for DNA-MBP Complexes

Average dwell times recorded for A) DNA - KZF samples in 0.2 M NaCl and 0.2 M/ 2 M NaCl, B) DNA - MBD1 samples in 1 M LiCl and 1 M/ 3 M LiCl, and C) DNA - MBD2 samples in 1 M LiCl and 1 M/ 3 M LiCl. Experiments were run at applied voltage of 200 mV- 600 mV. A general trend of reduced dwell time with increased applied voltage is observed.
### Appendix G

#### Transport Duration for DNA-MBP Complexes

**Table S1**

<table>
<thead>
<tr>
<th>Sample</th>
<th>Condition</th>
<th>$\tau_{200,mV}$ (ms)</th>
<th>$\tau_{300,mV}$ (ms)</th>
<th>$\tau_{400,mV}$ (ms)</th>
<th>$\tau_{500,mV}$ (ms)</th>
<th>$\tau_{600,mV}$ (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naked DNA</td>
<td>0.2 M NaCl</td>
<td>0.0016 ± 5.00E-06</td>
<td>0.0016 ± 7.49E-04</td>
<td>0.0014 ± 0.005</td>
<td>0.0011 ± 0.008</td>
<td>0.0012 ± 0.006</td>
</tr>
<tr>
<td></td>
<td>1 M LiCl</td>
<td>0.0203 ± 0.001</td>
<td>0.0195 ± 0.005</td>
<td>0.0169 ± 0.005</td>
<td>0.0134 ± 0.003</td>
<td></td>
</tr>
<tr>
<td>DNA - KZF</td>
<td>0.2 M NaCl</td>
<td>0.026 ± 0.01</td>
<td>0.0221 ± 0.002</td>
<td>0.0209 ± 0.005</td>
<td>0.0187 ± 0.003</td>
<td>0.0158 ± 0.003</td>
</tr>
<tr>
<td></td>
<td>0.2 M/2 M NaCl</td>
<td>0.047 ± 0.029</td>
<td>0.045 ± 0.002</td>
<td>0.0317 ± 0.005</td>
<td>0.028 ± 0.003</td>
<td>0.017 ± 0.001</td>
</tr>
<tr>
<td>DNA - MBD1</td>
<td>1 M LiCl</td>
<td>± 0.004</td>
<td>± 0.004</td>
<td>± 0.003</td>
<td>± 0.005</td>
<td>± 0.004</td>
</tr>
<tr>
<td></td>
<td>1 M/3 M LiCl</td>
<td>0.0982 ± 0.013</td>
<td>0.0864 ± 0.004</td>
<td>0.0886 ± 0.007</td>
<td>0.0775 ± 0.017</td>
<td></td>
</tr>
<tr>
<td>DNA - MBD2</td>
<td>1 M LiCl</td>
<td>± 0.011</td>
<td>± 0.006</td>
<td>± 0.006</td>
<td>± 0.005</td>
<td>± 0.007</td>
</tr>
<tr>
<td></td>
<td>1 M/3 M LiCl</td>
<td>0.1568 ± 0.020</td>
<td>0.1470 ± 0.017</td>
<td>0.1367 ± 0.013</td>
<td>0.1298 ± 0.012</td>
<td></td>
</tr>
</tbody>
</table>
Appendix H

ANOVA Table

Table S2

ANOVA: Single Factor

<table>
<thead>
<tr>
<th>Groups</th>
<th>Count</th>
<th>Sum</th>
<th>Average</th>
<th>Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>MBD1</td>
<td>1653</td>
<td>-928943</td>
<td>-561.974</td>
<td>18970.63</td>
</tr>
<tr>
<td>Low</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MBD1</td>
<td>1676</td>
<td>1476168</td>
<td>-880.768</td>
<td>32987.95</td>
</tr>
<tr>
<td>High</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MBD2</td>
<td>1235</td>
<td>-682479</td>
<td>-552.615</td>
<td>21706.39</td>
</tr>
<tr>
<td>Low</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MBD2</td>
<td>2454</td>
<td>2663770</td>
<td>-1085.48</td>
<td>77492.95</td>
</tr>
<tr>
<td>High</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Naked</td>
<td>923</td>
<td>-513441</td>
<td>-556.274</td>
<td>7406.442</td>
</tr>
</tbody>
</table>

ANOVA

<table>
<thead>
<tr>
<th>Source of Variation</th>
<th>SS</th>
<th>df</th>
<th>MS</th>
<th>F</th>
<th>P-value</th>
<th>F crit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Between Groups</td>
<td>4.34E+08</td>
<td>4</td>
<td>1.09E+08</td>
<td>2775.057</td>
<td>0</td>
<td>2.373052</td>
</tr>
<tr>
<td>Within Groups</td>
<td>3.1E+08</td>
<td>7936</td>
<td>39100.17</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>7.44E+08</td>
<td>7940</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Appendix I

Histograms for Current Blockage Amplitude for DNA-MBD2 Experiments

Histograms for current blockage amplitudes of 1:5 ratio DNA-MBD2 samples in A) 1 M LiCl at 500 mV, B) 1 M/3 M LiCl at 500 mV, C) 1 M LiCl at 600 mV, and D) 1 M/3 M LiCl at 600 mV. Two peaks in each plot show the distinction between bound and unbound DNA in this sample.
Appendix J

Distribution of Different Bound Protein Types

A) DNA:MBD1

<table>
<thead>
<tr>
<th>Condition</th>
<th>Voltage</th>
<th>500 mV</th>
<th>600 mV</th>
</tr>
</thead>
<tbody>
<tr>
<td>1M LiCl</td>
<td>99%</td>
<td>30%</td>
<td>97%</td>
</tr>
<tr>
<td>1M/3M LiCl</td>
<td>98%</td>
<td>44.4%</td>
<td>98%</td>
</tr>
</tbody>
</table>

B) DNA:MBD2

<table>
<thead>
<tr>
<th>Condition</th>
<th>Voltage</th>
<th>600 mV</th>
</tr>
</thead>
<tbody>
<tr>
<td>1M LiCl</td>
<td>85%</td>
<td>66.67%</td>
</tr>
<tr>
<td>1M/3M LiCl</td>
<td>72%</td>
<td>28%</td>
</tr>
</tbody>
</table>

Pie chart depicting the distribution of different types of bound protein events observed in A) 1:1 ratio DNA - MBD1 samples in symmetric 1 M LiCl and asymmetric 1 M/ 3 M LiCl at 500 mV and 600 mV, and B) 1:5 ratio DNA: MBD2 samples in symmetric 1 M LiCl and asymmetric 1 M/ 3 M LiCl at 600 mV.
Appendix K

Supplemental DNA-MBD Multilevel Event Maps

A) 500 mV:

1M LiCl

\[
\begin{align*}
\tau_0 &= 1.06 \text{ ms} \\
\tau_{b1} &= 1.01 \text{ ms} \\
\tau_{b2} &= 0.50 \text{ ms} \\
\tau_{b3} &= 0.43 \text{ ms} \\
\tau_0 &= 1.744 \text{ ms} \\
\tau_{b1} &= 2.7 \text{ ms} \\
\tau_{b2} &= 0.704 \text{ ms} \\
\tau_{b3} &= 0.467 \text{ ms}
\end{align*}
\]

1M/3M LiCl

\[
\begin{align*}
\tau_0 &= 3.76 \text{ ms} \\
\tau_{b1} &= 2.7 \text{ ms} \\
\tau_{b2} &= 0.618 \text{ ms} \\
\tau_{b3} &= 0.467 \text{ ms}
\end{align*}
\]

B) 600 mV:

1M LiCl

\[
\begin{align*}
\tau_0 &= 1.59 \text{ ms} \\
\tau_{b1} &= 1.01 \text{ ms} \\
\tau_{b2} &= 0.43 \text{ ms} \\
\tau_{b3} &= 0.43 \text{ ms} \\
\tau_0 &= 1.59 \text{ ms} \\
\tau_{b1} &= 2.6 \text{ ms} \\
\tau_{b2} &= 0.43 \text{ ms} \\
\tau_{b3} &= 0.43 \text{ ms}
\end{align*}
\]

1M/3M LiCl

\[
\begin{align*}
\tau_0 &= 1.36 \text{ ms} \\
\tau_{b1} &= 0.94 \text{ ms} \\
\tau_{b2} &= 0.42 \text{ ms} \\
\tau_{b3} &= 0.43 \text{ ms}
\end{align*}
\]

1M LiCl

\[
\begin{align*}
\tau_0 &= 1.98 \text{ ms} \\
\tau_{b1} &= 1.37 \text{ ms} \\
\tau_{b2} &= 0.26 \text{ ms} \\
\tau_{b3} &= 0.33 \text{ ms}
\end{align*}
\]

1M/3M LiCl

\[
\begin{align*}
\tau_0 &= 2.34 \text{ ms} \\
\tau_{b1} &= 1.15 \text{ ms} \\
\tau_{b2} &= 0.59 \text{ ms} \\
\tau_{b3} &= 0.60 \text{ ms}
\end{align*}
\]

DNA - MBD multilevel event map representing the average temporal duration of each level of current blockage observed in 1:5 ratio DNA: MBD2x samples in 1 M LiCl and 1 M/3 M LiCl. A) Multilevel maps of different current signatures for experiments run at 500 mV applied voltage. Ai) and Aii) correspond to sample events shown in Figure 19E.iv and Figure 19E.iii respectively. B) Multilevel maps of different current signatures for experiments run at 600 mV applied voltage. Bi) and Bii) correspond to Figure 19E.iv and Figure 19E.iii respectively. Biii) corresponds to sample events shown in Figure 19E.v-vi.