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Abstract 

Robert Vito Chimenti 
TOWARDS A PRACTICAL METHOD FOR MONITORING KINETIC PROCESSES 

IN POLYMERS WITH LOW-FREQUENCY RAMAN SPECTROSCOPY  
2023-2024 

Samuel E. Lofland, Ph.D. 
Doctor of Philosophy in Materials Science and Engineering 

 

Unlike liquids and crystalline solids, glassy materials exist in a constant state of 

structural nonequilibrium. Therefore, a comprehensive understanding of material kinetics 

is critical for understanding the structure-property-processing relationships of polymeric 

materials. Amorphous materials universally display low-frequency Raman features 

related to the phonon density of states resulting in a broad disorder band for Raman shifts 

below 100 cm-1, which is related to the conformational entropy and the modulus. This 

disorder band is dominated by the Boson peak, a feature due to phonon scattering 

because of disorder and can be related to the transverse sound velocity of the material, 

and a well-defined shoulder due to a van Hove singularity. Quasi-elastic Rayleigh 

scattering also contributes to the signal, particularly in liquid-phase materials. We have 

demonstrated that we can measure both glass transition and polymerization kinetics by 

normalizing the disorder band to its shoulder and monitoring its evolution as a function of 

time and temperature. We also demonstrate a relationship between the chemical and 

structural kinetics, which appears to relate to the softness of the material, which we verify 

via rheological analysis. Low-frequency Raman spectroscopy is, therefore, a promising 

technique for thermo-structural analysis of polymers. Not only is it chemically agnostic 

and contactless, but it requires neither intensity calibration nor multivariate analysis.  
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Chapter 1 

Introduction 

1.1 Motivation and Background 

Both material and chemical kinetics are critical to understanding the structure-

property-processing relationships in polymer science and engineering. While there are a 

wide range of kinetic processes of interest to polymer science, the glass transition and the 

extent of polymerization are perhaps the two most important for determining material 

properties and therefore key to optimizing the processing conditions. Today’s advanced 

manufacturing processes not only require advanced knowledge of these parameters but 

can also greatly benefit from in situ monitoring during production [1]. As will be 

described in detail in Section 1.2.1, the glass transition temperature 𝑇𝑇𝑔𝑔 not only dictates 

the processing temperature required for molding and extruding, but it also relates to 

mechanical/viscoelastic properties at typical working temperatures (e.g. room 

temperature). Similarly, both the rate of polymerization 𝑅𝑅𝑝𝑝 and degree of cure 𝛼𝛼, also 

referred to as conversion, are essential for understanding both the optimal processing 

conditions for cure molding and 3D printing (see Section 1.2.2). Furthermore, as we will 

show in Section 1.2.3, 𝛼𝛼 also directly relates to 𝑇𝑇𝑔𝑔.  

Differential scanning calorimetry (DSC) has historically been the primary 

analytical tool used for quantitating both 𝑇𝑇𝑔𝑔 and 𝛼𝛼 of polymers [2-10]. DSC measures 

heat flow as a function of time and temperature by comparing the sample and reference 

temperature when heated at the same rate. Since specific heat is directly proportional to 

heat flow and change in enthalpy is related to the area under the time dependent heat flow 

curve, DSC is a powerful tool for determining both thermodynamic properties and kinetic 



2 
 

processes [11]. However, DSC is incapable of performing in situ analysis since it requires 

a relatively small sample size ~10-15 mg to be placed into a sealed crucible which is in 

turn placed into the device’s oven. Additionally, as we will discuss in Section 1.2.2, 

kinetic studies with DSC often rely upon assumptions regarding the ultimate heat of 

reaction, which is not always straightforward to determine.  

Another common approach to determine polymer kinetics is by monitoring 

changes in viscoelastic properties. For bulk samples this is most often done via dynamic 

mechanical analysis (DMA), which measures the complex modulus as the material 

response to a sinusoidally varying stress as a function of temperature. The in-phase 

component is known as the storage modulus 𝐸𝐸′ and represents the elastic or “solid-like” 

behavior of the material. By contrast, the out-of-phase response represents the viscous or 

“liquid-like” behavior of the material and is referred to as the loss modulus 𝐸𝐸′′. For 

polymer powders, liquids, or films parallel plate rheology can be used to measure the in-

phase and out-of-phase shear moduli, 𝐺𝐺′ and 𝐺𝐺′′, respectively, as well as viscosity 𝜂𝜂. 

While these methods provide the most direct measurement of the glass transitions, there 

is no universally accepted definition of the exact value of 𝑇𝑇𝑔𝑔 based on the moduli or 𝜂𝜂. 

Additionally, neither of these methodologies is suitable for in situ analysis.  

Vibrational spectroscopy is often used to measure bond concentration as well as 

steric effects in a molecule. The underlying physics behind these phenomena will be 

discussed in great detail in later sections, but it is important to point out that this 

methodology can allow for a direct measurement of 𝛼𝛼 as well as indirect measurement of 

𝑇𝑇𝑔𝑔. The most commonly used vibrational spectroscopy technique in polymer analysis is 

attenuated total internal reflection-based Fourier transform infrared (ATR-FTIR) 
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spectroscopy. Raman spectroscopy also probes the vibrational modes of the molecule and 

as a laser scattering technique it is ideal for in situ analysis. It should be noted that 

infrared absorbance spectroscopy can also be performed in transmission and diffuse 

reflectance mode making it more amiable for in situ and process measurements. 

However, neither of these collection methods are as sensitive as ATR and they still 

require the use of either interferometric spectral analysis or tunable quantum cascade 

laser sources which exponentially increase the cost and complexity of the system.   

In this dissertation we present a novel alternative approach to measure kinetic 

processes in polymers using the low-frequency region of the Raman spectra. Unlike 

traditional vibrational spectroscopy which probes the “chemical fingerprint” of a 

molecule of interest, vibrations in the low-frequency region are a direct result of phonon 

modes related to the overall structure of the material. Since the phonon population and 

the density of states in an amorphous material relate to its conformational entropy, low-

frequency Raman provides a chemically agnostic measure of changes in the overall 

disorder of the material. Additionally, the occupancy probability of a given vibrational 

state increases exponentially as the frequency decreases, and the Raman scattering 

efficiency is inversely proportional to the vibrational frequency. The combination of 

these two factors results in far greater signal strength in the low-frequency (structural) 

region compared to the traditional chemical fingerprint region. 

Section 1.2 provides additional background on the kinetic processes which were 

studied in this dissertation. A detailed review of both the underlying physics and 

instrumentation requirements of Raman spectroscopy are presented in Section 1.3. 
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Section 1.4 describes the project strategy and scope in more detail and provides an 

overview of this dissertation.      

1.2 Kinetic Processes Studied 

1.2.1 Glass Transition  

The melting temperature 𝑇𝑇𝑚𝑚 of crystalline materials results from a clearly defined 

phase transition detectable by volumetric, enthalpic, and entropic step discontinuities. 

However, since amorphous solids have no defined long-range structural order, there is no 

clearly defined 𝑇𝑇𝑚𝑚 [12]. Instead, amorphous solids go through a gradual liquid ⇌ glass 

transition whereby, the material slowly becomes less “glassy” and more “rubbery” as the 

temperature increases. Therefore, the glass transition temperature 𝑇𝑇𝑔𝑔 is instead defined by 

a change in the slope of volume, enthalpy, or entropy as a function of temperature 

characteristic of a second-order thermodynamic phase transition [12, 13].  

A useful framework for understanding the thermodynamic basis for the terms 

first- and second-order transition is with reference to the Gibb’s free energy relationship 

 𝐺𝐺 = 𝐻𝐻 − 𝑇𝑇𝑇𝑇 = 𝑈𝑈 + 𝑝𝑝𝑝𝑝 − 𝑇𝑇𝑇𝑇  (1) 

where 𝐺𝐺 is the Gibb’s free energy, 𝐻𝐻 the enthalpy, 𝑇𝑇 the temperature, 𝑈𝑈 the internal 

energy, 𝑝𝑝 the pressure, and 𝑉𝑉 the volume. Therefore, 𝑆𝑆 and 𝐻𝐻 can be expressed as the 

first derivative of 𝐺𝐺 and constant 𝑝𝑝, and 𝑉𝑉 can be expressed as the first derivative of 𝐺𝐺 at 

constant 𝑇𝑇. This first derivative relationship with 𝐺𝐺 is why 𝑉𝑉, 𝐻𝐻, and 𝑆𝑆 are referred to as 

first-order thermodynamic properties, and that phase transitions which result in a 

discontinuity in these properties are known as first-order phase transitions. Properties 

such as the isobaric heat capacity 𝐶𝐶𝑝𝑝, 
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𝐶𝐶𝑝𝑝 = �

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕�𝑝𝑝

= 𝑇𝑇 �
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕�𝑝𝑝

= −𝑇𝑇 �
𝜕𝜕2𝐺𝐺
𝜕𝜕𝑇𝑇2

�
𝑝𝑝

, (2) 

the isobaric coefficient of thermal expansion 𝛽𝛽, 

 
𝛽𝛽 =

1
𝑉𝑉 �

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕�𝑝𝑝

=
1
𝑉𝑉
𝜕𝜕
𝜕𝜕𝜕𝜕 ��

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕�𝑇𝑇

�
𝑝𝑝

, (3) 

and the isothermal compressibility 𝜅𝜅, 

 
𝜅𝜅 = −

1
𝑉𝑉 �

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕�𝑇𝑇

= −
1
𝑉𝑉
�
𝜕𝜕2𝐺𝐺
𝜕𝜕𝑝𝑝2

�
𝑇𝑇

, (4) 

are referred to as second-order thermodynamic properties since they are all defined in 

terms of a first derivative of 𝑉𝑉, 𝐻𝐻, and 𝑆𝑆, and therefore the second derivative of 𝐺𝐺. 

Because of this differential relationship between first- and second-order thermodynamic 

properties, the slope change in 𝑉𝑉, 𝐻𝐻, and 𝑆𝑆 at 𝑇𝑇𝑔𝑔 manifests as a discontinuity in 𝐶𝐶𝑝𝑝, 𝛽𝛽, and 

𝜅𝜅, hence the nomenclature referring to glass transition as a second-order phase change 

[13]. Figure 1 shows a schematic representation of both melt and glass transition in terms 

of first- and second-order thermodynamic properties.  
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Figure 1. Schematic representation of first- and second-order phase transitions.  

 

Historically the term glass was used only to refer to an amorphous material which 

is produced through a melt-quenching [12]. While that restrictive nomenclature is 

typically not adhered to in modern day, it does provide a useful mental framework to 

consider the glass transition of a material as a rate-dependent phenomenon. In fact, any 

material can form a glass if cooled from the melt phase fast enough to lock the atoms or 

molecules into a configuration with a local energy minimum, denying the material 

sufficient time to find the global minimum in energy and crystallize [12]. This rate 

dependency clearly demonstrates that glass transition has both a thermodynamic and a 

kinetic interpretation, or as John Mauro wrote, “it is more accurate to think of the glass 

transition as a kinetic transition with thermodynamic consequences, rather than a 

thermodynamic transition [14].” For example, the rate dependency of the phenomena 

leads to large variations in reported 𝑇𝑇𝑔𝑔 values depending on experimental conditions [11]. 

Additionally, while the thermodynamic definition of 𝑇𝑇𝑔𝑔 assumes an instantaneous slope 
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change in 𝑉𝑉, 𝐻𝐻, and 𝑆𝑆, the material kinetics dictate a far more gradual gradient in the 

slope during the glass transition, adding ambiguity in defining the exact value of 𝑇𝑇𝑔𝑔 [14]. 

Lastly, not only do the current measurement conditions (e.g. temperature ramp rate) 

factor into the 𝑇𝑇𝑔𝑔, so do the conditions upon which the material has been previously 

processed, known as its “thermal history [11].” 

While the kinetic nature of glass transition is conceptually straightforward, its 

implications can often lead to confusion since the typical nomenclature used to describe 

the process originates from the thermodynamic interpretation. One such example of this 

confusing nomenclature is the adoption of an alternative definition of 𝑇𝑇𝑔𝑔 in the glass 

industry – the temperature at which the viscosity 𝜂𝜂 is equal to 1012 Pa⋅s [14]. This 

terminology arises from the fact that from a practical perspective that this is the 

temperature at which the glass is considered to be fully annealed and can no longer be 

bent, shaped, or flowed. While this terminology is useful for glass processing, it does not 

change the fact that the measured slope (or step) change in first- (or second-) order 

thermodynamic properties is highly variable. Therefore, in the glass industry the term 

fictive temperature 𝑇𝑇𝑓𝑓 is introduced to represent the temperature at which there is a kink 

in the slope of 𝑉𝑉, 𝐻𝐻, and 𝑆𝑆 [14]. Throughout the bulk of this dissertation we will be 

sticking with the thermodynamic definition of 𝑇𝑇𝑔𝑔 since it is the predominantly used 

nomenclature in polymer science and engineering. However, for the remainder of this 

section we will temporarily use glass industry notation for 𝑇𝑇𝑔𝑔 and 𝑇𝑇𝑓𝑓, as it makes it 

slightly easier to examine the kinetic behavior of a material through the glass transition 

region primarily because most of the formalization of glass transition kinetics was 

originally set forth in service of the glass industry.   
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As a means of characterizing the kinetics during glass transition, Austen Angell 

proposed the concept of liquid fragility as a measure of how quickly a material transitions 

between liquid ⇌ glass [15]. In this formulation, “strong” liquids exhibit a small change 

in intrinsic properties as they transition to the glassy phase, whereby a “fragile” material 

exbibits a large change therefore providing a measure of how sharp the kink in 𝑉𝑉, 𝐻𝐻, and 

𝑆𝑆 will be through the glass transition. The fragility index 𝑚𝑚 of a liquid is defined as [14] 

 𝑚𝑚 ≡ 𝜕𝜕 log10 𝜂𝜂
𝜕𝜕(𝑇𝑇𝑔𝑔/𝑇𝑇)

�
𝑇𝑇=𝑇𝑇𝑔𝑔

.  (5) 

Inorganic glasses such as silica tend to behave as strong liquids with values of 𝑚𝑚 as low 

as 20, but as the complexity of the molecular structure increases so too does the fragility 

[16]. Polymers commonly have values of 𝑚𝑚 over 100 and can approach values of 200 at 

higher molecular weights; for example Dalle-Ferrier et al. reported that as the molecular 

weight of polystyrene was increased from 580 g/mol to 5,100 g/mol the 𝑚𝑚 increased from 

68 to 124 [16]. 

 

Figure 2. Schematic representation of an Angell diagram adapted from [17]. 
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Figure 2 shows a representative Angell diagram (log10 𝜂𝜂 vs 𝑇𝑇𝑔𝑔
𝑇𝑇

) for 𝑚𝑚 =

20, 50, and 100, which was generated from the Mauro-Yue-Ellison-Gupta-Allan 

(MYEGA) equation for viscosity: 

 log10 𝜂𝜂 = log10 𝜂𝜂∞ +
𝐾𝐾
𝑇𝑇
𝑒𝑒
𝐶𝐶
𝑇𝑇 . (6) 

where 𝜂𝜂∞ is the infinite temperature limit of viscosity and 𝐾𝐾 and 𝐶𝐶 are fitting parameters 

[14]. For Figure 2 𝜂𝜂∞ was set to 10-4 Pa⋅s and 𝜂𝜂�𝑇𝑇𝑔𝑔� was defined as 1012 Pa⋅s allowing for 

Equation 6 to be re-written as [14]  

 
log10 𝜂𝜂 = 16

𝑇𝑇𝑔𝑔
𝑇𝑇
𝑒𝑒��

𝑚𝑚
16−1��

𝑇𝑇𝑔𝑔
𝑇𝑇 −1�� − 4. (7) 

 It is important to note that the MYEGA equation is only applicable in the liquid 

phase where the system is in thermal equilibrium. To expand this model into the 

nonequilibrium viscosity 𝜂𝜂𝑛𝑛𝑛𝑛 of the glass phase one can use the Mauro-Allan-Potuzak 

(MAP) model which can be expressed as   

 
log10 𝜂𝜂𝑛𝑛𝑛𝑛 = 𝐴𝐴 +

Δ𝐻𝐻
𝑘𝑘𝐵𝐵𝑇𝑇 ln 10

−
𝑆𝑆𝑓𝑓

𝑘𝑘𝐵𝐵 ln 10
𝑒𝑒
−
𝑇𝑇𝑔𝑔
𝑇𝑇𝑓𝑓
� 𝑚𝑚
12−log10 𝜂𝜂∞

−1�
 (8) 

where Δ𝐻𝐻 is the energy barrier for the glass transition, 𝑆𝑆𝑓𝑓 the entropy of the liquid at 𝑇𝑇𝑓𝑓, 

and 𝑘𝑘𝐵𝐵 Boltzmann’s constant while 𝐴𝐴 relates to 𝜂𝜂∞ as 1
𝑇𝑇
→ 0 and 𝑇𝑇𝑔𝑔

𝑇𝑇𝑓𝑓
→ 0 [14]. The MAP 

model clearly demonstrates that glass transition has both an Arrhenius-like component 

dependent on 𝑇𝑇 as well as a component which is independent of 𝑇𝑇 but highly dependent 

on the entropy of the liquid at the time the glass was formed. The final term in Equation 8 

clearly demonstrates the effects of both the thermal history showing the dependence on 

the number of possible states as the glass was formed as well as dependence on 𝑚𝑚 which 

is itself a cooling/heating rate dependent parameter. 
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 Both the effects of thermal history and heating/cooling rate can be clearly seen in 

Figure 3 which shows the heat flow (∝ 𝐶𝐶𝑝𝑝) from 0 to 220 °C for 210,000 g/mol molecular 

weight atactic polystyrene (CAS# 9003-53-6, Scientific Polymer Products, Inc) at 1 

°C/min and 10 °C/min heating/cooling rates. The measurements were conducted under 

nitrogen with a 50 mL/min flow rate with 5−10 mg samples sealed in aluminum pans 

with hermetic lids with a TA Instruments Discovery Series DSC 2500. The thermograms 

were smoothed with a Gaussian window function in MATLAB. In both cases the samples 

were analyzed with a heat-cool-heat method, which are represented by the blue, red, and 

yellow thermograms respectively in Figure 3. From these results, it is clear that the 

relatively high fragility of the sample results in a fairly shallow “step discontinuity” at 𝑇𝑇𝑔𝑔 

(or 𝑇𝑇𝑓𝑓 depending on nomenclature) in all six measurements, strongly varying with heating 

rate. Additionally, there is a large variation in between the first and the second heating 

ramps for each measurement. This is because the act of heating and cooling the sample 

“erases” the previous thermal history imparting a new “known” thermal history.   
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Figure 3. DSC thermogram of polystyrene measured at temperature ramp rates of (a) 1 

°C/min and (b) 10 °C/min.  

 

1.2.2 Polymerization  

Polymerization reactions can be roughly sorted into two main categories – step- 

and chain-growth. Step-growth polymerization, also referred to as condensation 

polymerization, is a parallel process where monomers and chains react with each other, 

simultaneously forming longer and longer molecules [13]. Whereas chain-growth 

polymerization, also referred to as addition polymerization, is a series process initiated by 

the presence of a free radical, anion, or cation breaking a double bond within the 

monomer and forcing a chain reaction [13]. While the chemical pathways under which 
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materials polymerize are rather diverse, one factor they all have in common is a repeat 

reaction consuming one or more functional groups in the process. 

 

 

Figure 4. Schematic representation of addition polymerization, adapted from [13]. 

 

Figure 4 shows a simplified schematic diagram of a polymerization process 

whereby an alkene (C=C) functional group is systematically converted to an aliphatic 

chain (-C-C-) through a free radical chain-growth reaction. After the initial free radical is 

generated, it then triggers the breaking of the 𝜋𝜋-bond between the two carbon atoms, 

forming a more energetically favorable 𝜎𝜎-bond. This in return creates a new free radical 

and the process repeats forming a longer and longer chain until either terminating with 

another chain (bimolecular termination) or being trapped due to vitrification into the 

glassy state (unimolecular termination). While greatly simplified this monofunctional 

polymerization example illustrates that we can quantitate 𝛼𝛼 for any polymerization 
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reaction by ratioing the number of reacted functional groups to the number of initial 

functional groups.   

Vibrational spectroscopy is the most direct way to measure 𝛼𝛼 since the bond 

concentration is directly proportional to the infrared (IR) absorbance and the Raman 

scattering intensity (see Section 1.3 for more details). This is typically accomplished by 

first normalizing the spectra to a reference band associated with an unreactive functional 

group 𝐼𝐼𝑟𝑟𝑟𝑟𝑟𝑟, and then measuring the change in absorbance or scattering intensity of the 

reactive band of interest 𝐼𝐼𝑣𝑣𝑣𝑣𝑣𝑣 with the following relationship [18, 19]:  

 

𝛼𝛼 = 1 −
�𝐼𝐼𝑣𝑣𝑣𝑣𝑣𝑣𝐼𝐼𝑟𝑟𝑟𝑟𝑟𝑟

�
𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟

�𝐼𝐼𝑣𝑣𝑣𝑣𝑣𝑣𝐼𝐼𝑟𝑟𝑟𝑟𝑟𝑟
�
𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢

. (9) 

A common alternative methodology is to measure the heat released 𝐻𝐻∗(𝑡𝑡) during the 

reaction and ratio it with a known ultimate heat of reaction for a fully reacted resin 𝐻𝐻𝑢𝑢 

[20] 

 
𝛼𝛼 =

𝐻𝐻∗(𝑡𝑡)
𝐻𝐻𝑢𝑢

. (10) 

While this methodology can be advantageous in some circumstances, it often 

overpredicts the ultimate conversion 𝛼𝛼𝑢𝑢 due to ambiguities in determining 𝐻𝐻𝑢𝑢 because 

100% conversion is rarely achieved in practice.  

 In addition to the linear polymerization process shown in Figure 4, crosslinking 

can also occur between polymer chains forming a covalently bound polymer network. 

The earliest known application of polymer crosslinking was the vulcanization of 

polyisoprene (natural rubber) by Charles Goodyear in 1839 [21]. This was accomplished 

by combining polyisoprene and cyclooctasulfur and heating it to ~150 oC with white lead 
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as a catalyst. This caused the sulfur rings to cleave and bond with some of the double-

bond carbon atoms within the polymer backbone, resulting in the formation of a single 

“infinitely large” molecule spanning the entire bulk of the material. While using 

additional crosslinking agents to chemically connect linear polymer chains is still used 

today, it is also common to utilize individual monomers containing more than one 

reactive functional group to achieve crosslinking during the initial polymerization process 

itself. For example, bifunctional monomers such as triethylene glycol dimethacrylate 

(TEGDMA) and poly(ethylene glycol) diglycidyl ether (PEGDE) are both commonly 

used in high performance resin formulations, and both bi- and trifunctional amines are 

commonly used as curing agents in two-part epoxies.  

 When conceptualizing multifunctional monomer polymerization, it is often 

advantageous to use a random-bond percolation model, as shown schematically in Figure 

5 for two dimensions. Using the two-dimensional Bethe lattice model one can show that 

the percolation threshold 𝛼𝛼𝑡𝑡 is inversely proportional to 𝑓𝑓 − 1 where 𝑓𝑓 is the monomer 

functionality [22]. As shown in Figure 5, 𝛼𝛼𝑡𝑡 corresponds to the point at which the very 

first polymer chain has grown to a sufficient length as to span the entire material as a 

single molecule. Once 𝛼𝛼𝑡𝑡 has been reached the material is no longer able to freely flow, 

and as such this is known as the onset of gelation or simply as the gel point [22]. While 

there are no exact solutions for 𝛼𝛼𝑡𝑡 for non-Bethe lattice systems (e.g. three dimensions), 

this formulation is quite useful for gaining an intuitive understanding of polymer 

crosslinking and gelation. Carothers theory of gelation attempts to present a generalized 

approximation in three dimensions by defining 𝛼𝛼𝑡𝑡 = 2
𝑓𝑓𝑎𝑎𝑎𝑎

 where 𝑓𝑓𝑎𝑎𝑎𝑎 is the number 

averaged functionality, but this often leads to over predictions of 𝛼𝛼𝑡𝑡 [23].  
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Figure 5. Percolation model of gelation, adapted from [22]. 

 

Several numerical models have been developed for percolation in d dimensions, 

such as the Fisher exponent [22]. However, since 𝛼𝛼𝑡𝑡 is fairly easy to experimentally 

measure, these first-principles predictive models are of limited utility, providing little 

insight beyond the functionality dependence already illustrated by the Bethe lattice model 

and Carothers theory. The most commonly accepted experimental method for 

determining 𝛼𝛼𝑡𝑡 is the Winter-Chambon criterion which assumes that 𝐺𝐺′ and 𝐺𝐺′′ are equal 

at the gel point [24]. While this has been shown as equivalent to the percolation threshold 

definition for rheologically simple resins, this fails to predict the gel point for resin 

formulations containing filling agents such as fumed silica since the storage modulus is 

already greater than the loss modulus prior to polymerization [25]. An example of this 

effect is highlighted in Chapter 4. Several alternative rheological methods for 

determining 𝛼𝛼𝑡𝑡 have been explored such as detecting a sudden increase in 𝐺𝐺′ [20, 26] or 

critical strain rate [25].  
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1.2.3 Impact of 𝑻𝑻𝒈𝒈 and 𝜶𝜶 on Material Properties  

As previously discussed, no single value has more of an impact on the overall 

material properties of a polymer than 𝑇𝑇𝑔𝑔; however, the impact of 𝛼𝛼 should not be 

understated either. In fact, all polymers can be characterized into one of three categories 

depending on 𝑇𝑇𝑔𝑔 and crosslinking – thermoplastics, elastomers, and thermosets. 

Thermoplastics are linear chain polymers (not crosslinked) which are brittle at low 

temperatures, plastically deform at moderate temperatures, and become rubbery above 

𝑇𝑇𝑔𝑔. It is important to note that while most thermoplastics are amorphous, they can in 

some cases form semicrystalline structures consisting of crystal lamella embedded in an 

amorphous matrix. Two common examples of thermoplastic materials are polystyrene 

and polylactic acid (PLA), having 𝑇𝑇𝑔𝑔 values of ~90 oC and ~60 oC respectively. This 

makes them easily processable at moderately elevated temperatures but mechanically 

stable at room temperature.  

Both elastomers and thermosets are categories of crosslinked polymers which are 

differentiated primarily based on their 𝑇𝑇𝑔𝑔 and degree of crosslinking. Elastomers have a 

low degree of crosslinking and low 𝑇𝑇𝑔𝑔 values, making them rubbery at room temperature 

while simultaneously allowing them to be stretched without plastic deformation. 

Thermosets on the other hand have an extremely high degree of crosslinking and a 

correspondingly high 𝑇𝑇𝑔𝑔, providing high structural strength but making them relatively 

brittle. Unlike thermoplastics, neither elastomers nor thermosets can form crystal lamella 

due to the lack of polymer chain mobility of the crosslinked network. Figure 6 shows a 

schematic representation of modulus as a function of temperature illustrating the 
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differences between thermoplastics (linear chain polymers) and elastomers and 

thermosets (crosslinked polymers).  

 

 

Figure 6. Schematic representation of  modulus as a function of temperature for various 

types of polymers. 

 

Embedded in the definitions of elastomers and thermosets is an implicit 

relationship between 𝛼𝛼 and 𝑇𝑇𝑔𝑔 since a high crosslink density necessitates a higher 𝛼𝛼. 

Ivankovic et al. clearly demonstrated this fact by measuring 𝑇𝑇𝑔𝑔(𝛼𝛼) for an 

epoxy/anhydride system and showing that it could be modeled as a second-order 

polynomial where the y intercept 𝑇𝑇𝑔𝑔0 is the 𝑇𝑇𝑔𝑔 of the uncured resin [27]. In the same 

study they also developed a chemorheological model showing that the viscosity of the 

resin was not only dependent on 𝑇𝑇𝑔𝑔 as shown in the MAP model (Equation 8) but also 

dependent on 𝛼𝛼 and 𝛼𝛼𝑡𝑡, 
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𝜂𝜂(𝑇𝑇,𝛼𝛼) =  𝜂𝜂𝑔𝑔 �

𝛼𝛼𝑡𝑡
𝛼𝛼𝑡𝑡 − 𝛼𝛼�

𝑛𝑛
𝑒𝑒
−
𝐶𝐶1�𝑇𝑇−𝑇𝑇𝑔𝑔0�
𝐶𝐶2+𝑇𝑇+𝑇𝑇𝑔𝑔0  (11) 

where 𝜂𝜂𝑔𝑔 is the viscosity at 𝑇𝑇𝑔𝑔 and 𝐶𝐶1, 𝐶𝐶2, and 𝑛𝑛 are experimentally determined fitting 

factors [27]. While Equation 11 is only valid for the isothermal viscosity, as it diverges to 

infinity at 𝛼𝛼𝑡𝑡, it clearly demonstrates the importance of both glass transition and 

polymerization on material properties.  

1.3 Fundamentals of Raman Spectroscopy 

The inelastic scattering of light by a molecule was first demonstrated by Raman 

and Krishnan in 1928 [28, 29]. This discovery was immediately recognized as a major 

achievement in physics, earning C.V. Raman the 1930 Nobel prize in physics. During the 

award ceremony Pleijel, the chairman of the Nobel committee for physics, was quoted 

saying “… the Raman effect has already yielded important results concerning the 

chemical constitution of substances; and it is to foresee that the extremely valuable tool 

that the Raman effect has placed in our hands will in the immediate future bring with it a 

deepening of our knowledge of the structure of matter [30].” However, it was not until 

the invention of the laser in 1960 by Theodore Maiman [31] that the Raman effect could 

be of any practical use for materials characterization.  

Since the Raman effect manifests as a change in photon energy and hence a 

frequency shift, having precise control of the excitation wavelength is critical for accurate 

quantitation [32]. Prior to the 1960s, Raman spectra were recorded with mercury lamps 

and prisms, which made it impractical for most applications, aside from basic physics 

research. However, only three years after Maiman first demonstrated the laser, 

PerkinElmer announced the release of the first “laser Raman spectrometer” at the 1964 
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Ohio State University International Symposium on Molecular Spectroscopy [33]. Over 

the past 60 years since that announcement, Raman spectroscopy has evolved into an 

invaluable analytical tool living up to the potential laid out in Pleijel’s 1930 speech.  

In the following sections we will provide a brief overview of the Raman effect. 

Section 1.3.1 will provide a semi-classical overview of Raman scattering by analyzing 

variations in polarizability during dipolar radiation. Section 1.3.2 expands this analysis to 

bulk vibrational modes by looking at photon-phonon interactions, which are the dominant 

contributors to low-frequency Raman spectra. Section 1.3.3 will provide an overview of 

the instrumentation requirements, with a particular focus on aspects critical to the work in 

this dissertation. It should be noted that the following sections are intended to provide a 

conceptual framework for the work of this dissertation and are not intended as a 

comprehensive review of Raman spectroscopy. Lewis and Edwards [34] and Weber and 

Merlin [35] both provide a far more detailed overview of the subject.  

1.3.1 Semi-Classical Model  

 The Raman effect can be described through both a quantum and classical 

interpretation. In the quantum interpretation, one can take a particle-based approach 

analogous to the Compton effect. From this perspective, when a photon collides with a 

molecule, a portion of the photon’s energy is transferred to molecular vibrations or 

rotation causing the scattered photon to shift to a lower energy or longer wavelength. The 

decrease in energy of the scatter photon is known as a Stokes shift. Alternatively, if a 

molecule is already in an excited vibrational or rotational state, energy can be transferred 

to the scattered photon resulting in a shift to a shorter wavelength, known as an anti-

Stokes shift. One can understand the quantum interpretation more generally in terms of 
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annihilation and creation operators. In the case of Stokes-shifted Raman scattering, the 

initial photon is annihilated upon impact, creating a photon and phonon whose combined 

energy is equal to that of the original photon. For anti-Stokes Raman scattering, both the 

incident photon and a phonon are annihilated, creating a new photon with their combined 

energy. In the classical interpretation, Raman scattering can be viewed as a nonlinear 

optical phenomenon resulting from perturbations in dipolar radiation due to changes in 

the polarizability 𝛼𝛼 of a molecule. This concept can be generalized macroscopically as 

changes in the electric susceptibility 𝜒𝜒𝑖𝑖𝑖𝑖. When combined with group theory 

formulations, this simple phenomenological approach can be used to derive a set of 

Raman tensors 𝑅𝑅𝑖𝑖𝑖𝑖 which can be used to relate the structure of the material to the 

polarization dependence of the Raman scatter. 

It should be noted throughout this dissertation that 𝛼𝛼 will be used predominantly 

to represent polymerization extent of cure, but to maintain consistency with traditional 

nomenclature it will be used exclusively in this section to represent polarizability.    

1.3.1.1 Diatomic Harmonic Oscillator. To gain insight into the vibrational 

modes of a molecule, we start by modeling a diatomic harmonic oscillator as two masses 

𝑚𝑚1 and 𝑚𝑚2, representing the covalent bond as a spring with constant 𝐾𝐾 (see Figure 7). 

Using Hooke’s law, we can then model this system as 

 𝑚𝑚1𝑚𝑚2

𝑚𝑚1 + 𝑚𝑚2
�
𝑑𝑑2𝑥𝑥1
𝑑𝑑𝑡𝑡2

+
𝑑𝑑2𝑥𝑥2
𝑑𝑑𝑡𝑡2

� = −𝐾𝐾(𝑥𝑥1 + 𝑥𝑥2)  (12) 

where 𝑥𝑥1 and 𝑥𝑥2 are the magnitudes of the displacement vectors for the two atoms. By 

defining the total displacement vector 𝑞⃗𝑞 = 𝑥⃗𝑥1 + 𝑥⃗𝑥2 and the reduced mass 𝑀𝑀 = 𝑚𝑚1𝑚𝑚2
𝑚𝑚1+𝑚𝑚2

 

Equation 12 can be rewritten as 
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 𝑑𝑑2𝑞𝑞
𝑑𝑑𝑡𝑡2

−
𝐾𝐾
𝑀𝑀
𝑞𝑞 = 0, (13) 

and solved to find that 𝑞𝑞 = 𝑞𝑞0 cos(2𝜋𝜋𝜈𝜈𝑚𝑚𝑡𝑡) where, 𝑞𝑞0 is the displacement amplitude and 

𝜈𝜈𝑚𝑚 = 1
2𝜋𝜋
�𝐾𝐾
𝑀𝑀

 is the vibrational frequency of the molecule.    

 

 

Figure 7. Schematic representation of diatomic molecule as two masses on a spring.  

 

We can also use this model to show that the potential energy 𝑈𝑈 is a parabolic function of 

𝑞𝑞, 

 𝑈𝑈 = −∫ 𝐹⃗𝐹 ⋅ 𝑑𝑑𝑞⃗𝑞 =
1
2
𝐾𝐾𝑞𝑞2  (14) 

where 𝐹⃗𝐹 is the molecular restoring force. This simple harmonic oscillator model can be 

easily quantized by substituting Equation 14 into the Schrödinger equation, 

 
−

ℎ
4π𝑀𝑀

𝑑𝑑2Ψ
𝑑𝑑𝑞𝑞2

+ �
𝐾𝐾𝑞𝑞2

2
− 𝐸𝐸�Ψ = 0,  (15) 

where ℎ is Plank’s constant, Ψ the wavefunction, and 𝐸𝐸 the energy. Solving for 𝐸𝐸 under 

the condition that Ψ → 0 as 𝑞𝑞 → ±∞ results in 
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 𝐸𝐸𝜐𝜐 = �𝜐𝜐 +
1
2

 � ℎ𝜈𝜈𝑚𝑚  (16) 

where 𝜐𝜐 is the vibrational quantum number [36]. 

 This simple harmonic model has profound implications. It demonstrates that a 

molecule can only vibrate at discrete frequencies which are directly proportional to the 

bond strength and inversely proportional to the masses of the two atoms. However, it has 

one major flaw which limits its applicability to small values of 𝜐𝜐 near the bottom of the 

potential well. The harmonic potential derived in Equation 14 assumes that 𝑞⃗𝑞 can range in 

value from 0 to ∞, when in reality the molecule can only be stretched so far before the 

bond will break, causing dissociation of the two atoms. A more accurate representation of 

the anharmonic potential was developed by Morse [37],  

 𝑈𝑈 = 𝐷𝐷𝑒𝑒�1 − 𝑒𝑒−𝜉𝜉(𝑟𝑟−𝑟𝑟𝑒𝑒)�
2

  (17) 

where 𝑟𝑟 is the instantaneous distance between the two atoms, 𝑟𝑟𝑒𝑒 the equilibrium distance 

between the two atoms, 𝐷𝐷𝑒𝑒 the dissociation energy, and 𝜉𝜉= � 𝐾𝐾
2𝐷𝐷𝑒𝑒

  which determines the 

width of the potential well. Substituting the Morse potential into the Schrödinger 

equation and solving for 𝐸𝐸 results in 

 
𝐸𝐸𝜐𝜐 = �𝜐𝜐 +

1
2

 � ℎ𝜈𝜈𝑚𝑚 − 𝑥𝑥𝑚𝑚 �𝜐𝜐 +
1
2

 �
2

ℎ𝜈𝜈𝑚𝑚  (18) 

where 𝑥𝑥𝑚𝑚 is the Morse anharmonicity constant [37]. Equation 18 more accurately models 

the observed phenomena whereby vibrational energy level spacing decrease as 𝜐𝜐 

increases (see Figure 8). 
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Figure 8. Vibrational energy level diagram for both harmonic (green) and anharmonic 

(blue) potentials. Reproduced in accordance with creative commons license agreement 

CC BY-SA 3.0. [38] 

 

1.3.1.2 Scattering as Dipolar Radiation. The intensity of the radiation 𝐼𝐼 of 

dipolar radiation is typically expressed by the time-averaged Poynting vector 〈𝑆𝑆〉 [39] 

given by 

 
〈𝑆𝑆〉 = �

𝜋𝜋2𝑝𝑝02𝜈𝜈4𝜇𝜇0
2𝑐𝑐 �

sin𝜃𝜃
𝑟𝑟 �

2

� 𝑟̂𝑟 (19) 

where 𝑝𝑝0 is the magnitude of the dipole moment 𝑝⃗𝑝, 𝜈𝜈 the frequency of the dipole 

oscillation, 𝑐𝑐 the speed of light, and 𝜃𝜃 and 𝑟𝑟 the azimuthal and radial coordinates, 

respectively. In this classical model it is assumed that 𝑝𝑝 = 𝑝𝑝0 cos(2𝜋𝜋𝜋𝜋𝜋𝜋) where 𝜈𝜈 is 

determined solely by the driving force of the dipole oscillation independently of dipolar 

resonance.   
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 However, in the case of light scattering by molecules, we cannot ignore the 

impact of 𝑣𝑣𝑚𝑚. The induced dipole moment of a diatomic molecule is defined as 𝑝⃗𝑝 =

𝛼𝛼(𝑞𝑞) 𝐸𝐸0 cos(2𝜋𝜋𝜈𝜈0𝑡𝑡) 𝑒̂𝑒, where 𝐸𝐸0 and 𝜈𝜈0 are the amplitude and frequency of the incident  

light waves electric field, and 𝑒̂𝑒 the polarization [40]. The functional dependence of 𝑞𝑞 on 

𝛼𝛼 is a consequence of the molecules ability to deform (polarize) being directly related to 

the distance between the two atoms. Assuming the small amplitude approximation, we 

can use the Maclaurin series to express 𝛼𝛼 as 

 
𝛼𝛼 ≈ 𝛼𝛼0 + 𝑞𝑞 �

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕�𝑞𝑞=0

 (20) 

where 𝛼𝛼0 is the initial polarizability at 𝑞𝑞 = 0. Using this approximation, we can therefore 

express the magnitude 𝑝𝑝 as 

 
𝑝𝑝 = 𝛼𝛼0𝐸𝐸0 cos(2𝜋𝜋𝜈𝜈0𝑡𝑡) + �

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕�𝑞𝑞=0

𝑞𝑞0 cos(2𝜋𝜋𝜈𝜈𝑚𝑚𝑡𝑡)  𝐸𝐸0 cos(2𝜋𝜋𝜈𝜈0𝑡𝑡) (21) 

which can be rearranged using the cosine product identity as 

 𝑝𝑝 = 𝛼𝛼0𝐸𝐸0 cos(2𝜋𝜋𝜈𝜈0𝑡𝑡)

+
𝑞𝑞0 𝐸𝐸0

2 �
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕�𝑞𝑞=0

{cos[2𝜋𝜋(𝜈𝜈0 − 𝜈𝜈𝑚𝑚)𝑡𝑡] + cos[2𝜋𝜋(𝜈𝜈0 + 𝜈𝜈𝑚𝑚)𝑡𝑡]} 
(22) 

From Equation 22 we can clearly see that the induced dipole moment is a superposition 

of three different oscillatory components. The first term in Equation 22 is responsible for 

the elastically scattered portion of the wave known as Rayleigh scattering and the latter 

two terms represent inelastic Raman scattering. There are several important observations 

from this simple phenomenological model. First it is important to note that 

 𝑞𝑞0
2 �

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕�𝑞𝑞=0

≪ 𝛼𝛼0,  (23) 
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which indicates that the Raman scattered component will be far weaker than the Rayleigh 

scattered component. Secondly, Equation 22 clearly shows that there are components to 

the Raman scattered light at the Stokes frequency 𝜈𝜈𝑆𝑆 = 𝑣𝑣0 − 𝜈𝜈𝑚𝑚 and the anti-Stokes 

frequency 𝜈𝜈𝐴𝐴𝐴𝐴 = 𝑣𝑣0 + 𝜈𝜈𝑚𝑚. For completeness, it should be noted that 𝜈𝜈𝑚𝑚 can also 

correspond to rotational frequency for gas phase samples [41]. However, it is important 

to point out that this model falsely predicts that the Stoke’s and anti-Stokes components 

will have the same amplitude.  

1.3.1.3 Occupancy Probability.  To properly predict the relationship between the 

Stokes and anti-Stokes shifted scattering, it is necessary to return to the quantized 

vibrational energy levels introduced in Section 1.3.1.2. Figure 9 shows a simplified 

energy level diagram, also known as a Jablonski diagram, for the scattering demonstrated 

in Equation 22. In this interpretation, an incident photon of energy ℎ𝜈𝜈0 excites the 

material to a virtual energy level, corresponding to an energy level which is too high to 

excite a vibrational mode and too low to excite an electronic mode. Since this transition is 

not quantum mechanically allowed, it must immediately relax back down to an allowed 

state. In Rayleigh scattering the material relaxes back to the original state, whereas in 

Raman scattering it relaxes to a different vibrational energy level. In the case of Stokes-

shifted Raman scattering the material relaxes to a higher vibrational state corresponding 

to a decrease in the scattered photon energy ℎ𝜈𝜈𝑆𝑆 = ℎ𝑣𝑣𝑜𝑜 − ℎ𝜈𝜈𝑚𝑚. In the anti-Stokes case, 

the material relaxes to a lower vibrational energy state corresponding to an increase in 

photon energy ℎ𝜈𝜈𝐴𝐴𝐴𝐴 = ℎ𝑣𝑣0 + ℎ𝜈𝜈𝑚𝑚.   
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Figure 9. Jablonski diagram for scattering phenomena. 

 

 By modeling the vibrational energy levels as phonons (bosonic quasiparticles) it 

can be shown that for thermal equilibrium,  

 ⟨𝑄𝑄𝜐𝜐(𝑡𝑡′)|𝑄𝑄𝜐𝜐(𝑡𝑡′ + 𝑡𝑡)⟩ =
ℎ

2𝜈𝜈𝜐𝜐
�𝑛𝑛(𝜈𝜈𝜐𝜐,𝑇𝑇)𝑒𝑒𝑖𝑖2𝜋𝜋𝜈𝜈𝜐𝜐𝑡𝑡 + (𝑛𝑛(𝜈𝜈𝜐𝜐,𝑇𝑇) + 1)𝑒𝑒−𝑖𝑖2𝜋𝜋𝜈𝜈𝜐𝜐𝑡𝑡� (24) 

where 𝑄𝑄�⃗ 𝜐𝜐 corresponds to the complex representation of 𝑞⃗𝑞 for the 𝜐𝜐th quantum number and 

the phonon population follows the Bose-Einstein occupancy 𝑛𝑛(𝜈𝜈,𝑇𝑇) = (𝑒𝑒ℎ𝜈𝜈 𝑘𝑘𝐵𝐵𝑇𝑇⁄ − 1)−1, 

where 𝜈𝜈 is the phonon frequency [42]. Phonons will be described in more detail in 

Section 1.3.2. When coupled with Equation 22, Equation 24 clearly demonstrates that the 

intensity of the Stokes scattered photons 𝐼𝐼𝑆𝑆 ∝ 𝑛𝑛(𝜈𝜈,𝑇𝑇) + 1 and the intensity of the anti-

Stokes shifted photons 𝐼𝐼𝐴𝐴𝐴𝐴 ∝ 𝑛𝑛(𝜈𝜈,𝑇𝑇). Combining these proportionalities with the quartic 

frequency dependence of dipolar radiation shown in Equation 19 produces the following 

relationship 

 𝐼𝐼𝐴𝐴𝐴𝐴
𝐼𝐼𝑆𝑆

= �
𝜈𝜈0 + 𝜈𝜈𝑚𝑚
𝜈𝜈0 − 𝜈𝜈𝑚𝑚

�
4
𝑒𝑒−

ℎ𝜈𝜈𝑚𝑚
𝑘𝑘𝐵𝐵𝑇𝑇 .  (25) 

 Equation 25 leads to the rather straightforward interpretation that the intensity of 

the anti-Stokes-shifted Raman scattering should always be less than that of the Stokes-

shifted Raman scattering due to the Boltzmann probability that the lower energy state is 
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always more likely to be occupied than the higher state. Figure 10 shows a schematic 

representation of the scattered intensities, as a function of Raman shift (𝜈𝜈 − 𝜈𝜈0) measured 

in wavenumbers (cm-1).     

 

 

Figure 10. Schematic representation of Raman spectra demonstrating the relative 

intensities of the Rayleigh scatter at 0 cm-1, Stokes shifted Raman scatter at 100 cm-1, and 

anti-Stokes shifted Raman scatter at -100 cm-1. 

 

1.3.1.4 Vibrational Modes in Multiatomic Molecules. For more complex 

molecules it becomes impractical to model every possible vibrational frequency 

independently; however, we can use a group-theory approach to take advantage of 

molecular symmetries to determine the allowed vibrational modes using character tables.  

A detailed review of group theoretic concepts is beyond the scope of this section; Powell 

[43] as well as McQuarrie and Simon [44] are excellent resources for additional insight. 

To illustrate the power of this approach we will examine cyclooctasulfur shown in Figure 
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11 which can be described by the 𝐷𝐷4𝑑𝑑 point group. The proceeding analysis has been 

reproduced in part based on the application note titled “Raman vs. Infrared Spectroscopy 

Measurement of Octasulfur” [45] with permission from Avantes Inc.   

 

  

Figure 11. Chemical structure of cylooctasulfur; with some of the symmetry operations 

in the 𝐷𝐷4𝑑𝑑 point group. Reproduced with permission of Avantes Inc. [45]. 

 

Table 1  

𝐷𝐷4𝑑𝑑 Character Table  

𝐷𝐷4𝑑𝑑 𝐸𝐸 2𝑆𝑆8 2𝐶𝐶4 2𝑆𝑆83 𝐶𝐶2 4𝐶𝐶2′  4𝜎𝜎𝑑𝑑   

𝐴𝐴1 1 1 1 1 1 1 1  𝑥𝑥2 + 𝑦𝑦2, 𝑧𝑧2 

𝐴𝐴2 1 1 1 1 1 −1 −1 𝑅𝑅𝑧𝑧  

𝐵𝐵1 1 −1 1 −1 1 1 −1   

𝐵𝐵2 1 −1 1 −1 1 −1 1 𝑧𝑧  

𝐸𝐸1 2 √2 0 −√2 −2 0 0 (𝑥𝑥, 𝑦𝑦)  

𝐸𝐸2 2 0 −2 0 2 0 0  (𝑥𝑥2 − 𝑦𝑦2, 𝑥𝑥𝑥𝑥) 

𝐸𝐸3 2 −√2 0 √2 −2 0 0 �𝑅𝑅𝑥𝑥,𝑅𝑅𝑦𝑦� (𝑥𝑥𝑥𝑥, 𝑦𝑦𝑦𝑦) 

 

 



29 
 

The 𝐷𝐷4𝑑𝑑 character table is shown in Table 1, where the possible symmetry 

operations are listed in the first row, the letters in the first column of the character table 

are the Mulliken symbols for the irreducible representations, and the right two columns 

contain the basis coordinates of each representation. Using Table 1, along with a visual 

inspection of the molecule to determine the total number of unaffected atoms under each 

symmetry operation, one can determine the total number of vibrational modes for the 

molecule. In the case of cyclooctasulfur, there are two 𝐴𝐴1, one 𝐵𝐵1, one 𝐵𝐵2, two 𝐸𝐸1, three 

𝐸𝐸2, and two 𝐸𝐸3 vibrational modes. While all of these vibrational modes are allowable, not 

all of them will be Raman active. Since Raman scattering is a nonlinear process 

dependent on the derivative of the polarizability, only modes with nonlinear basis 

coordinates will couple to Equation 22. Therefore, only the vibrational modes 

corresponding to 𝐴𝐴1, 𝐸𝐸2, and 𝐸𝐸3 are Raman active. The modes corresponding to 𝐵𝐵2 and 

𝐸𝐸1 are accessible via infrared spectroscopy since absorbance is linearly related to the 

dipole moment. The vibrational mode corresponding to 𝐵𝐵1 is considered a silent mode 

since there is no corresponding basis coordinate for that symmetry, and therefore it is not 

excitable via absorption or scattering.   

The Raman active modes can be further divided in two subgroupings 

corresponding to higher frequency stretching and lower frequency bending modes of the 

molecule. Only one of each of the 𝐴𝐴1, 𝐸𝐸2, and 𝐸𝐸3 modes is radially symmetric in 

curvilinear coordinates; therefore, we can classify those as stretching modes. The 

remaining one 𝐴𝐴1, two 𝐸𝐸2, and one 𝐸𝐸3 modes are then denoted as bending modes. For a 

more detailed description of this analysis see reference [45].  
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1.3.1.5 Raman Scattering in Bulk Materials. The analysis presented in the 

previous section can be generalized to a bulk material through the polarization density 

field 𝑃𝑃�⃗ , which is defined as the vector sum of induced dipole moments per unit volume 

and is related to the incident electric field through 𝜒𝜒𝑖𝑖𝑖𝑖. Therefore, 𝜒𝜒𝑖𝑖𝑖𝑖 can be viewed as 

the macroscopic representation of 𝛼𝛼, allowing for the Stokes-shifted portion of 𝑃𝑃�⃗  to be 

expressed as follows [35], 

 𝑃𝑃𝑖𝑖(𝜈𝜈𝑆𝑆) = �𝛿𝛿𝜒𝜒𝑖𝑖𝑖𝑖𝐸𝐸𝑗𝑗(𝜈𝜈0) (26) 

where 𝛿𝛿𝜒𝜒𝑖𝑖𝑖𝑖 is the modulated Raman susceptibility, which is analogous to the second term 

in Equation 20. However, since we are now concerned with the three-dimensional 

structure of the material, it is necessary to use tensor notation to account for the 

polarization of both the incident 𝐸𝐸�⃗  field and resulting 𝑃𝑃�⃗  which will not necessarily be 

aligned. Since 𝐼𝐼 ∝ |𝑝⃗𝑝|2 (see Equation 19), we can therefore express bulk Raman 

scattering as 𝐼𝐼 ∝ �𝑒̂𝑒𝑆𝑆 ⋅ 𝛿𝛿𝜒𝜒𝑖𝑖𝑖𝑖 ⋅ 𝑒̂𝑒0�
2
 where 𝑒̂𝑒𝑆𝑆 and 𝑒̂𝑒0 are the polarization of the scattering 

and incident fields respectively [35].  

 Representing bulk material vibrations as phonon modes with displacement vector 

𝑄𝑄�⃗ 𝜐𝜐, we can write 

 𝛿𝛿𝜒𝜒𝑖𝑖𝑖𝑖 = �𝑅𝑅𝑖𝑖𝑖𝑖𝜐𝜐 𝑄𝑄𝜐𝜐 + ⋯ (27) 

where 𝑅𝑅𝑖𝑖𝑖𝑖𝜐𝜐  is the first-order Raman tensor corresponding to the 𝜐𝜐th phonon mode in the 

material. Similarly, as in Section 1.3.1.2 we can take advantage of crystal symmetries to 

determine both the Raman active phonon modes as well as their corresponding tensors. 

For example, at room temperature cyclooctasulfur has an orthorhombic crystal structure 
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corresponding to the 𝐷𝐷2ℎ point group, which has four Raman active modes 𝐴𝐴𝑔𝑔, 𝐵𝐵1𝑔𝑔, 𝐵𝐵2𝑔𝑔, 

and 𝐵𝐵3𝑔𝑔 corresponding to  𝑅𝑅𝑖𝑖𝑖𝑖 = �
𝑟𝑟𝑥𝑥𝑥𝑥 0 0
0 𝑟𝑟𝑦𝑦𝑦𝑦 0
0 0 𝑟𝑟𝑧𝑧𝑧𝑧

� , �
0 𝑟𝑟𝑥𝑥𝑥𝑥 0
𝑟𝑟𝑥𝑥𝑥𝑥 0 0
0 0 0

� , �
0 0 𝑟𝑟𝑥𝑥𝑥𝑥
0 0 0
𝑟𝑟𝑥𝑥𝑥𝑥 0 0

�, and 

�
0 0 0
0 0 𝑟𝑟𝑦𝑦𝑦𝑦
0 𝑟𝑟𝑦𝑦𝑦𝑦 0

�, respectively. 

 Since these phonon modes represent long-range cooperative vibrations across the 

entire crystal structure (see Section 1.3.3), they tend to manifest at lower frequencies than 

those of the molecular bending or stretching modes described in the previous section.  

Figure 12 shows the Raman spectra of room temperature cyclooctasulfur powder 

from -550 cm-1 to 550 cm-1 measured with a 785-nm CleanLine laser and TR-PROBE 

from Coherent, fiber-coupled to a HORIBA LabRAM HR Evolution spectrometer. This 

spectrum clearly demonstrates three groupings of peaks symmetrically around 0 cm-1. It 

is important to note that both the excitation and collection light were randomly polarized, 

and since the sample was in powder form, all possible vibrational modes were 

simultaneously excited. A more detailed band assignment for cyclooctasulfur has been 

performed by Becucci et al. using polarized Raman spectroscopy at both room and 

cryogenic temperatures [46].  
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Figure 12. Raman spectrum of cyclooctasulfur at room temperature with phonon, 

bending, and stretching regions labeled. 

 

 When heated above 95.3 °C the structure of cyclooctasulfur transforms to a 

monoclinic form now having only two active phonon modes corresponding to the 𝐴𝐴𝑔𝑔 and 

𝐵𝐵𝑔𝑔 irreducible representations where 𝑅𝑅𝑖𝑖𝑖𝑖 = �
𝑟𝑟𝑥𝑥𝑥𝑥 0 0
0 𝑟𝑟𝑦𝑦𝑦𝑦 0
0 0 𝑟𝑟𝑧𝑧𝑧𝑧

� and �
0 𝑟𝑟𝑥𝑥𝑥𝑥 0
𝑟𝑟𝑥𝑥𝑥𝑥 0 0
0 0 0

�, 

respectively. When further heated past its melting point (~113 oC), cyclooctasulfur loses 

all long-range order and can no longer be treated group theoretically for the 

determination of its phonon modes. Phonon modes in amorphous materials will be 

examined in great detail in Section 1.3.3, but for now it is important to know that they 

form a continuous distribution which can only be described by a vibrational density of 

states 𝑔𝑔(𝜈𝜈).  
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Figure 13. Raman spectrum of cyclooctasulfur at (blue) 80 °C, (red) 105 °C, and (yellow) 

118 °C normalized to the ~150 cm-1 molecular bending mode. The low-frequency 

oscillations in the spectrum at 118 °C are likely due to etaloning. 

 

 Figure 13 shows the Raman spectra of cyclooctasulfur at 80 °C , 105 °C , and 118 

°C  which correspond to the orthorhombic, monoclinic, and liquid phases, respectively. 

These spectra clearly demonstrate the evolution of the phonon modes as the material 

structure changes. All three spectra in Figure 13 were normalized to the molecular 

bending mode at ~150 cm-1 since intramolecular vibrations are relatively stable under 

structural changes. Small changes in the molecular bending modes are also present due to 

changes in steric conditions, however not nearly to the same extent as in the phonon 

modes.   
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1.3.2 Phonons  

As stated in the previous section vibrational modes can be treated as bosonic 

quasiparticles known as phonons. Phonons are generally described as quantized acoustic 

waves analogous to how photons are used to describe quantized electromagnetic waves. 

[47] However, unlike photons which can exist without a host medium, phonons cannot 

exist independently. Phonons are also commonly referred to as quantized particles of heat 

as it can be shown that the Fourier law and thermal conductivity are a direct result of 

phonon scattering in insulators. [47, 48] As this dissertation is primarily focused on low-

frequency Raman spectroscopy which is directly related to photon-phonon interactions, it 

is important to provide a brief overview of phonons.   

1.3.2.1 Phonon Dispersion. The most simplistic way to consider phonon modes 

is by expanding the harmonic oscillator model presented in Section 1.3.1.1 to a one-

dimensional lattice consisting of 𝑁𝑁 atoms separated by a constant lattice spacing 𝑎𝑎, all 

having an equal restoring force constant 𝐾𝐾. This model allows us to represent the 

displacement as a traveling plane wave across the lattice: 𝑄𝑄 = 𝐴𝐴∑𝑒𝑒−𝑖𝑖(2𝜋𝜋𝜋𝜋−𝑘𝑘𝑘𝑘𝑘𝑘) where 𝐴𝐴 

is the amplitude, 𝑎𝑎 the distance between neighboring atoms, and 𝑘𝑘 the magnitude of the 

wavevector [48]. Assuming the lattice is monoatomic consisting of atoms with mass 

𝑚𝑚 and using the same Hooke’s law-based derivation as before, we can show that 

 
𝜈𝜈 =

1
𝜋𝜋
�𝐾𝐾
𝑚𝑚
�sin

𝑘𝑘𝑘𝑘
2
�,   (28) 

and 

 𝑘𝑘 =
2𝜋𝜋
𝑎𝑎𝑎𝑎

𝑙𝑙 (29) 
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where 𝑙𝑙 = 0, ±1, ±2, … is an integer relating to the phonon mode number [48]. It can also 

be easily shown through the use of a periodic potential well that the phonon energy can 

be similarly quantized as in Equations 16 and 18. The maximum phonon wavelength is 

2𝑎𝑎 since each neighboring atom in the lattice limits 𝑘𝑘 to −𝑁𝑁
2
≤ 𝑙𝑙 ≤ 𝑁𝑁

2
. Furthermore, as 

𝑙𝑙 → 𝑁𝑁
2
, 𝑘𝑘 →  𝜋𝜋

𝑎𝑎
 corresponding to the edge of the unit cell in reciprocal space, known as the 

first Brillouin zone. Therefore, we can easily generalize this model to three-dimensions 

where the phonon energy increases sinusoidally from the Brillouin zone center, reaching 

a maximum at the critical points along the edges.  

When the lattice model is expanded to allow for more than one atom to be located 

at each lattice point, we now must consider phonon modes associated with out-of-phase 

vibrations. A detailed derivation of out-of-phase phonon modes is beyond the scope of 

this dissertation, but it can be shown that 𝜈𝜈 ∝ 1 + �cos(𝑘𝑘𝑘𝑘) for the out of phase 

component [47]. Therefore, the out-of-phase phonons have an inverse dispersion 

relationship with the highest energy at the zone center decreasing towards the edge and 

will always have higher energy than in-phase phonons. Since these higher energy 

phonons generally oscillate at the same frequency as infrared light, they are referred to as 

optical branch phonons and the lower energy phonons are referred to as acoustic branch 

phonons. Figure 14 shows a schematic representation of the corresponding dispersion 

relationships for both the acoustic and optical branches.   
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Figure 14. Schematic representation of optical and acoustic phonon dispersion 

relationships. 

 

For completeness it should be noted that the approximations used in this model 

are only valid at relatively low frequencies and do not account for the phonon 

polarization which can split each branch into three different sub-bands. Additionally, 

Figure 14 assumes that the phonon modes are symmetric throughout the Brillouin zone, 

which is typically not a correct assumption. These effects on the phonon dispersion 

relationships are clearly seen in Figure 15, where Adessi et al. determined the phonon 

dispersion relationships for a two-dimensional monolayer of MoS2 [49].  In Figure 15, 𝛤𝛤 

represents the Brillouin zone center and 𝐾𝐾 and 𝑀𝑀 are critical points at the edge of the first 

Brillouin zone. The polarizations of the acoustic phonons are labeled 𝑍𝑍𝑍𝑍, 𝑇𝑇𝑇𝑇, and 𝐿𝐿𝐿𝐿 

which corresponds to the out-of-plane, in-plane, and longitudinal vibrational components. 

For the optical branch, the authors chose to label the phonons by their irreducible 

k

Optical Phonons

Acoustic  Phonons
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representation; however, they note that 𝐴𝐴2′′ and 𝐴𝐴1 correspond to out-of-plane 𝑍𝑍𝑍𝑍 

polarizations and 𝐸𝐸′and 𝐸𝐸′′ correspond to in plane 𝑇𝑇𝑇𝑇 polarizations.  

 

 

Figure 15. Phonon mode dispersion on 2D MoS2. Reproduced in accordance with 

creative commons CC BY-NC 3.0 DEED [49]. 

 

1.3.1.2 Phonon Density of States. Since Raman scattering is produced by the 

creation or annihilation of a phonon, a proper accounting of the total phonon degeneracy 

is critical for predicting the relative intensities of the scattered photons. This is done 

through the density of states 𝑔𝑔(𝜈𝜈), which is defined as 

 
𝑔𝑔(𝜈𝜈) =

1
𝑉𝑉
𝑑𝑑Ω
𝑑𝑑𝑑𝑑

 (30) 
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where Ω is the total number of possible phonon states [48]. From the Debye model, 

which assumes the acoustic phonon dispersion is a linear function where the slope is 

approximated as the speed of sound 𝑣𝑣𝐷𝐷, 𝑔𝑔(𝜈𝜈) can be approximated as [48] 

 
𝑔𝑔(𝜈𝜈) = �

6 𝜈𝜈2

𝑣𝑣𝐷𝐷3
    𝜈𝜈 < 𝜈𝜈𝐷𝐷

0           𝜈𝜈 > 𝜈𝜈𝐷𝐷

 
  (31) 

where 𝜈𝜈𝐷𝐷 is the Debye frequency. This is equivalent to stating that the material is 

isotropic with a maximum phonon wavevector 𝑘𝑘𝐷𝐷 and frequency 𝜈𝜈𝐷𝐷. For the optical 

branch phonons, the Einstein model is typically employed to approximate the phonon 

dispersion as a flat line at frequency 𝜈𝜈𝐸𝐸, and the corresponding 𝑔𝑔(𝜈𝜈) → 𝛿𝛿(𝜈𝜈 − 𝜈𝜈𝐸𝐸  ). 

While useful approximations, both the Debye and Einstein models break down at the 

critical points where discontinuities in the phonon dispersion lead to spikes in 𝑔𝑔(𝜈𝜈) 

known as van Hove singularities. Figure 16 shows a schematic representation comparing 

𝑔𝑔(𝜈𝜈) in both an “ideal” and a “real” material.   
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Figure 16. Schematic representation of phonon density of states (a) from the Debye and 

Einstein models and (b) for a real material adapted from [48]. 

 

It is important to point out that 𝑔𝑔(𝜈𝜈) only provides information about the total 

number of possible phonon states; to determine the total number of phonons, one must 

factor in the Bose-Einstein occupancy 𝑛𝑛(𝜈𝜈,𝑇𝑇). However, once accounted for we now 

have a powerful tool for not only determining the relative intensity of the Raman 

scattered photons but also for relating 𝑔𝑔(𝜈𝜈) to the classical thermodynamic properties 

introduced in Section 1.2.1. Since each phonon represents a quantum of vibrational 

energy, the total internal thermodynamic energy 𝑈𝑈 of a material can be determined by 

 𝑈𝑈 = ℎ�𝜈𝜈 𝑛𝑛(𝜈𝜈,𝑇𝑇)𝑔𝑔(𝜈𝜈)𝑑𝑑𝑑𝑑. (32) 

Equation 32 is often used to determine the isochoric heat capacity 𝐶𝐶𝑉𝑉 = 𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

 which 

can be combined with the Debye and Einstein models to show 𝐶𝐶𝑉𝑉 ∝ 𝑇𝑇3 at low 
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temperatures and is constant at high temperatures in an electrically insulating solid [47, 

48]. An alternative interpretation which we make use of in the following chapter allows 

for 𝑔𝑔(𝜈𝜈) to also be related to the entropy: 

 
𝑆𝑆 = −𝑘𝑘𝐵𝐵 ∫𝑔𝑔(𝜈𝜈) �ln �1 − 𝑒𝑒−

ℎ𝜈𝜈
𝑘𝑘𝐵𝐵𝑇𝑇� + ℎ𝜈𝜈

𝑘𝑘𝑘𝑘�1−𝑒𝑒
ℎ𝜈𝜈
𝑘𝑘𝐵𝐵𝑇𝑇�

� 𝑑𝑑𝑑𝑑. (33) 

1.3.1.3 Phonons in Amorphous Materials. As the structure of a material 

becomes less ordered, 𝑔𝑔(𝜈𝜈) simultaneously broadens and red shifts. For example, 

crystalline silicon has a narrow Raman active optical phonon at ~520 cm-1; however as 

the material becomes more amorphous the band broadens and shifts to ~480 cm-1 [50]. 

Figure 17 shows an example of crystalline and semi-crystalline Raman spectra collected 

with a HORIBA LabRAM HR Evolution spectrometer and a 532-nm excitation laser. A 

second common example is the ~1590 cm-1 optical phonon present in graphitic materials 

and the corresponding disorder band at ~1354 cm-1 [51].  

 

 

Figure 17. Raman spectra of crystalline silicon (red) and semicrystalline silicon (blue). 
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Typically, optical phonons cannot be supported in amorphous materials due to the 

lack of long range order; however, low-frequency acoustic phonon modes are still present 

[52]. This results in a broad continuous function for 𝑔𝑔(𝜈𝜈), which when normalized by the 

Debye frequency dependency 𝑔𝑔(𝜈𝜈)
𝜈𝜈2

, has a characteristic log-normal distribution not seen in 

crystalline materials [53]. The maximum of 𝑔𝑔(𝜈𝜈)
𝜈𝜈2

 is known as the Boson peak and has been 

studied extensively in disordered solids [54-56] and biomolecules [57-59]. The exact 

origins of the Boson peak in 𝑔𝑔(𝜈𝜈) are often debated [60]; however, there is ample 

experimental evidence linking the Boson peak amplitude and position to sound velocity 

[61], correlation length [55], and modulus [62].   

 Baggioli and Zaccone recently developed a relatively simple Green’s function for 

modeling 𝑔𝑔(𝜈𝜈) in hard amorphous materials [63], which was shown to match previously 

reported experiments by both Chumakov et al. [64] and Kamitakahara et al. [65]. In their 

model they used a pseudo-Brillouin zone boundary approach to modify the propagation 

term with quartic damping. The corresponding damping coefficient 𝐴𝐴𝜆𝜆 was determined 

by the associated wavector magnitude at the van Hove singularity 𝑘𝑘𝑉𝑉𝑉𝑉,𝜆𝜆 ≡
𝑣𝑣𝜆𝜆

�2𝐴𝐴𝜆𝜆
 where 

the subscript 𝜆𝜆 indicates the longitudinal (𝐿𝐿) or transverse (𝑇𝑇) polarization [63]. Using 

their model, Baggioli and Zaccone showed that 𝑔𝑔(𝜈𝜈) was dominated by the transverse 

phonons, and therefore the longitudinal phonons could be effectively ignored when 

analyzing the Boson peak. Figure 18, which was reproduced from [63], clearly 

demonstrated the effects of 𝑣𝑣𝑇𝑇 on the height and position of the Boson and van Hove 

peaks. The Boson peak intensity decreases as 𝑣𝑣𝑇𝑇 increases, which is consistent with the 

dependence of S on 𝑔𝑔(𝜈𝜈), as discussed in the previous section. The van Hove peak is also 
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slightly affected by the change in 𝑣𝑣𝑇𝑇, however to a much smaller extent than the Boson 

peak. As we will demonstrate in Chapters 2 and 3, the high sensitivity of the Boson peak 

and relative insensitivity of the van Hove peak is foundational to the results of this 

dissertation. Additionally, Figure 18 shows that there is a direct linear relationship 

between the Boson peak position and 𝑣𝑣𝑇𝑇, and as Baggioli and Zaccone point out in their 

analysis, 𝑣𝑣𝑇𝑇 is proportional to the square root of the shear modulus 𝐺𝐺 [63]. In Chapter 4 

we experimentally demonstrate this relationship by comparing low-frequency Raman 

spectroscopy to shear rheology.   

 

 

Figure 18. Effect of increasing transverse speed 𝑣𝑣𝑇𝑇 of sound on 𝑔𝑔(𝜈𝜈). Reproduced in 

accordance with CC BY-NC 4.0 DEED [63]. 

 

The two most common methodologies for studying 𝑔𝑔(𝜈𝜈) are inelastic neutron 

scattering (INS) and Raman scattering. INS allows for direct measurement of 𝑔𝑔(𝜈𝜈) but 

the facilities requirements for operating a neutron source and spectrometer are 

prohibitive, making Raman the preferred approach for applied sciences. The Stokes-

shifted Raman scattering intensity 𝐼𝐼𝑅𝑅(𝜈𝜈) can be related to 𝑔𝑔(𝜈𝜈) by 
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𝐼𝐼𝑅𝑅(𝜈𝜈) =

𝐶𝐶(𝜈𝜈)𝑔𝑔(𝜈𝜈)
𝜈𝜈

[𝑛𝑛(𝑇𝑇, 𝜈𝜈) + 1] (34) 

where 𝐶𝐶(𝜈𝜈) is the coupling coefficient [66]. INS data is typically presented as 𝑔𝑔(𝜈𝜈)
𝜈𝜈2

; 

therefore the most common way to determined 𝐶𝐶(𝜈𝜈) is by comparing INS data to the 

renormalized Raman spectrum 𝐼𝐼𝑅𝑅(𝜈𝜈)
𝜈𝜈[𝑛𝑛(𝑇𝑇,𝜈𝜈)+1] [66, 67]. In this dissertation we are not 

concerned with the exact value of 𝐶𝐶(𝜈𝜈) although we do use the general form of this 

relationship in Chapter 2 to develop a model to determine the acoustic phonon 

contribution to the low-frequency Raman spectra.  

1.3.3 Raman Instrumentation  

Modern Raman spectrometers can be roughly grouped into three main categories 

– portable/handheld [68], fiber-optic probes [69], and microscopes [70]. However, 

regardless of the categorization, all Raman spectrometers contain three main components 

– a laser, a spectrometer, and collection optics. In this section we will exclusively focus 

on fiber-optic probe-based systems since the work in this dissertation is conducted with a 

TR-PROBE from Coherent. However, it is important to note the basic instrumentation, 

designs, and concepts are easily generalized to the other two categories.   

1.3.3.1 Laser. Raman spectroscopy measures the change in wavelength while 

simultaneously providing additional degrees of freedom and constraints not present in 

other spectroscopies [32]. As discussed in Section 1.3.1.2, the Raman shift is defined as 

𝜈𝜈 = 𝜈𝜈𝑠𝑠− 𝑣𝑣0 where 𝜈𝜈0 is the frequency of the excitation source and 𝜈𝜈𝑠𝑠 is the frequency of 

the scattered light. Therefore, having precise control over the starting wavelength is 

critical, which is why lasers are used exclusively as the excitation source in modern 

Raman instrumentation.   
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  The spectral linewidth and stability of the laser have a direct impact on the overall 

quality of the Raman spectrum. For example, a Raman peak with a spectral linewidth of 1 

cm-1 is equivalent to a width of 0.04 nm at 632.8 nm. Therefore, gas lasers such as HeNe 

and Ar-ion lasers were rapidly adopted as they naturally possess a narrow linewidth and 

exhibit little to no mode instability. However, gas lasers have several inherent drawbacks: 

relatively large size, low output power, and a short lifetime. As solid-state laser 

technology rapidly advanced throughout the 1990s, narrow-linewidth, frequency-

doubled, diode-pumped solid-state (DPSS) lasers began to overtake gas lasers since they 

could provide similar spectral performance with longer lifetimes and less power 

consumption in a compact form factor. However, frequency-doubled DPSS laser 

(typically Nd:YAG or Nd:YVO4) sources were still less than ideal for many applications 

since they were limited to visible wavelengths (typically 532 nm). While at first glance 

shorter wavelengths appear to be more advantageous for Raman scattering due to the 𝜈𝜈4 

dipolar radiation frequency dependence, in practicality short-wave infrared (typically 785 

nm) excitation is preferred in most cases. This is because in most organic materials the 

band gap energy between the highest occupied and lowest unoccupied molecular orbitals 

typically correspond to ultraviolet and visible photon energies. Therefore, visible lasers 

can excite the sample to a higher electronic energy level and induce photoluminescence, 

also known as autofluorescence. This results in spectral interference and in some cases 

completely overpowers the Raman spectrum.   

 During the 1990s diode lasers became one of the most widely produced laser 

sources, particularly at ~780 nm due to their use in compact disk (CD) players. While 

these laser sources were at the ideal wavelength for Raman spectroscopy, they were far 
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too unstable and broadband to be of practical use at the time. External-cavity diode lasers 

based on either the Littrow or Littman-Metcaff optical designs have long been used to 

spectrally narrow and tune diode lasers [71, 72]. However, these laser sources are too 

expensive for integration into most Raman instrumentation. Distributed feedback (DFB) 

and distributed Bragg reflector (DBR) laser sources integrate a grating directly into the 

diode itself to narrow the linewidth [73]. DFB and DBR lasers are low cost, low-power 

consumption, and monolithic, and they were critical to the rapid development of the 

telecom industry throughout the late 1990s and early 2000s. However, these laser sources 

were never designed to be operated at higher power and are extremely sensitive to 

temperature and drive current limiting their deployment in commercial Raman 

instrumentation. 

  In 1999 Efimov, Glebov et al. demonstrated the ability to produce a volumetric 

Bragg grating (VBG) in photothermorefractive glass [74]. This development not only led 

to a revolution in laser sources for Raman spectroscopy, but as we will discuss in Section 

1.3.3.3, provided the technological foundation for the entirety of the work in this 

dissertation. The ability to use holographic techniques to produce high efficiency VBGs 

in glass enabled external cavity diode lasers to be shrunk down small enough to fit into a 

14-pin butterfly package or a 5.6 mm diameter TO-can. This compact form factor 

combined with the high power (100s mW) and high temperature stability rapidly made 

VBG-based laser didoes the predominant laser source for Raman instrumentation [75-

77]. All the work in this dissertation was conducted with CleanLine VBG stabilized diode 

lasers from Coherent Inc. at either 808 nm or 785 nm.   
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1.3.3.2 Spectrometer. Since Raman spectroscopy is typically performed in the 

visible or near-infrared region of the spectrum, the spectrometer requirements are 

relatively straightforward. In this section we only provide a brief overview of 

spectrometer requirements and designs commonly used in Raman spectroscopy. Lewis 

and Edwards is an excellent resource for a more comprehensive review of the subject 

[34]. The most common spectrograph design used in Raman spectroscopy is the crossed 

Czerny-Turner optical design. A Czerny-Turner spectrograph consists of an entrance slit, 

which controls the amount of light allowed into the device and serves as the “object” in 

the imaging system. The light from the entrance slit is then collimated with a concave 

mirror and directed to a reflective grating which can either be at a fixed position or have 

an adjustable angle. The diffracted light is then imaged to the detector plane with a 

second concave mirror which results in a plurality of monochromatic images of the 

original polychromatic entrance slit. A one- or two-dimensional array photodetector is 

then used to measure the photon flux and each pixel is correlated to a wavelength based 

on calibration with an emission standard.   

 Czerny-Turner spectrographs are highly configurable, and since they are purely 

reflective, they are insensitive to chromatic aberration. However, they do suffer from one 

major drawback. All mirror-based optical designs are inherently highly off axis, leading 

to an abundance of coma and astigmatism. Coma manifests as a variation in 

magnification as a function of exit pupil height, and astigmatism results in a separation of 

the focal points in the horizontal and vertical axes. Of these two aberrations, coma is by 

far the biggest detriment to spectral resolution, since spectral features typically only 

require resolution in one dimension. Applying the thin-lens approximation,  it can be 
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shown that coma is inversely proportional to the f-number squared [78]. Therefore, most 

Czerny-Turner spectrographs are designed with relatively high f-numbers to minimize the 

effects of coma. However, as the f-number of an optical design increases, the collection 

efficiency decreases, leading to an inevitable tradeoff between efficiency and resolution. 

 On-axis refractive-based transmission spectrographs offer far greater collection 

efficiency since they can be designed at much lower f-numbers. However, the use of 

refractive optics introduces chromatic aberration and does not allow for grating 

tunability. For many Raman applications, this tradeoff is more than acceptable since the 

total wavelength range of interest is typically small and a single laser wavelength is 

generally employed. Therefore, with the aid of compound lenses made from materials 

with different indexes of refraction and dispersion curves chromatic aberration can be 

minimized over the wavelength range of interest.  In this case, low f-number transmission 

spectrographs can provide similar resolution to Czerny-Turner spectrographs with much 

higher collection efficiencies. In this dissertation we used both types of spectrometers 

depending on the application. In Chapter 2 we utilized the HORIBA LabRAM HR 

Evolution rotating-grating crossed Czerny-Turner spectrometer and in Chapters 3 and 4 

we used the Ibsen Photonics EAGLE Raman-S high-throughput transmission 

spectrometer. Both spectrometers used a high detectivity thermoelectrically (TE) deep-

cooled, back-thinned, back-illuminated, charge coupled device (BT-CCD) detector. It 

should be noted, however, that a detector of this quality was somewhat overkill for the 

work presented in this dissertation; a front-illuminated, single-stage, TE-cooled CCD 

would have likely been sufficient.    
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1.3.3.3 Collection Optics. As stated previously, we exclusively made use of fiber 

optic probe-based Raman collection optics in this dissertation. Fiber optic Raman probes 

are available in a wide range of optical designs [79-82], but for the most part they follow 

the same basic structure as shown in Figure 19. The laser light is coupled into the probe 

via an excitation fiber and collimated with an aspheric lens. The light is then passed 

through an edge or a notch filter, often referred to as a laser-line filter, to remove 

amplified spontaneous emission (ASE) from the laser source. The ASE is typically 40 dB 

below the laser line; however, since the Raman scattering is extremely weak ~60-70 dB 

lower than the Rayleigh scattering, ASE can overwhelm the Raman signal if not properly 

filtered out. Next the light goes to a dichroic mirror which either reflects or transmits the 

laser wavelength and is then focused on the sample via another lens. The same lens that 

focuses the laser light onto the sample also collects and collimates the backscattered light. 

The scattered light is then sent back through the same dichroic mirror which blocks the 

Rayleigh-scattered light and passes the Raman-scattered light. However, since most 

dichroic mirrors have a blocking efficiency of ~20 dB, a fair amount of Rayleigh-

scattered light passes through relative to the Raman-scattered light. Therefore, an 

additional edge or notch filter is used to further reduce the Rayleigh-scattered light before 

the light is focused into the collection fiber and sent to the spectrometer.  
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Figure 19. Typical optical design for a fiber optic Raman probe. 

 

Traditional thin-film-based optical filters can pass the Raman scattered light with 

a cut-on of ~ 100 cm-1, which is more than sufficient to measure Raman spectra of 

molecular vibrations but does not permit the measurement of most acoustic phonon 

modes (see Figure 12). Historically, for experiments requiring sub-100 cm-1 spectral 

information, double or triple monochromators were needed to efficiently filter out the 

Rayleigh scattering while passing the low-frequency Raman scattering. This was 

accomplished by coupling two or more Czerny-Turner spectrographs in tandem where 

the entrance slit of the second spectrograph was placed at the detector plane of the first. 

While highly effective, this approach is rather large and expensive, making it impractical 

for widespread commercial applications. Carriere, Glebov, Heyler and others have 

demonstrated that similar filtration is achievable by using two VBGs to simulate a double 

monochromator [83-85].  
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Figure 20. Low-frequency fiber-optic Raman probe design.  Reproduced with permission 

from Coherent Inc. 

 

To illustrate the blocking efficacy and cut-on of the probe TR-PROBE from 

Coherent (which used the optical design shown in Figure 20), we sent a broadband white 

light source into the probe and measured the spectrum using the HORIBA LabRAM HR 

Evolution spectrometer. The results shown in Figure 21 clearly show that the probe was 

able to narrowly filter out the light to within ±7 cm-1 of the Rayleigh line, which is 

indicated by the black dashed lines. This allows for not only the measurement of low-

frequency acoustic phonon modes but also for the collection of anti-Stoke scattering as 

well. Having access to the anti-Stokes signal permits the temperature to be determined 

via Equation 25. More importantly, it provides an internal reference in the low-frequency 

region to verify that the measured signal is in fact Raman and not autofluorescence or 

ASE since the Raman features are symmetric around 0 cm-1 while the other signals are 

not.  
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Figure 21. Filter response of TR-PROBE. 

 

1.4 Dissertation Summary 

In this work we leveraged the flexibility of fiber optic Raman probes based on the 

dual-VBG optical designs to develop practical methods for in situ monitoring of kinetic 

processes in polymers. Since the low-frequency Raman spectra of polymers is directly 

related to the phonon density of states as shown in Equation 34, we have been able to 

correlate the low-frequency spectrum with structural changes. In Chapter 2, we 

demonstrate the ability to determine glass transition kinetics using the low-frequency 

Raman probe despite the filter roll off below ~15 cm-1 (see Figure 21) by normalizing the 

low-frequency Raman peak to the shoulder of the feature which is attributed to the van 

Hove singularity. We also developed a first-principles peak-fitting model which allowed 

us to decouple the contributions of the quasi-elastic Rayleigh scattering, the Boson peak, 
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and the van Hove peak. Chapter 3 demonstrates the ability to use the same normalization 

method to monitor polymerization since the low-frequency region of the Raman spectrum 

is directly related to conformational entropy and the modulus of amorphous materials, 

both of which change as the resin polymerizes. By comparing the “structural” conversion 

determined from the low-frequency region to the chemical conversion determined using 

the chemical fingerprint region we were able to demonstrate a direct linear relationship 

with a few notable exceptions. In Chapter 4 we expand on the work of Chapter 3 by 

comparing two chemically identical yet rheologically different resin systems, to better 

understand the transient discrepancies between chemical and structural conversion 

observed in Chapter 3. Using photorheology, we demonstrate a correlation between 

structural conversion and storage modulus, which is not present in chemical conversion. 

However, we are still able to produce master cure kinetics curves with comparable kinetic 

constants using both the chemical and structural conversion methodologies. We also 

present a semi-empirical model for parametric analysis of the structural conversion, 

chemical conversion, and photorheological (shear modulus) conversion, which has the 

potential to allow for non-contact modulus determination via low-frequency Raman. In 

Chapter 5 we provide overall conclusions for Chapters 2, 3, and 4 as well as a discussion 

regarding potential future work.  
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Chapter 2  

Practical Method for Measuring Glass Transition in Polymers with Low-Frequency 

Raman Spectroscopy 

Texts and figures are reproduced and adapted with permission from R. V. 

Chimenti et al., “ Toward a practical method for measuring glass transition in polymers 

with low-frequency Raman spectroscopy,” Applied Physics Letters 122, 264101 (2023),  

doi: 10.1063/5.0155631. Copyright 2023 Author(s). CC BY 4.0 DEED 

2.1 Abstract 

Glass transition temperature is one of the most important characteristics to 

describe the behavior of polymeric materials. When a material goes through glass 

transition, conformational entropy increases, which affects the phonon density of states. 

Amorphous materials invariably display low-frequency Raman features related to the 

phonon density of states resulting in a broad disorder band below 100 cm-1. This band 

includes the Boson peak and a shoulder, which is dominated by the van Hove peak, and 

quasi-elastic Rayleigh scattering also contributes to the signal. The temperature 

dependence of the ratio of the integrated intensity in proximity of the Boson peak to that 

of the van Hove peak shows a kink near the glass transition temperature as determined by 

differential scanning calorimetry. Careful analysis of the Raman spectra confirms that 

this is related to a change in the phonon density of states at the transition temperature. 

This makes low-frequency Raman a promising technique for thermal characterization of 

polymers because not only is this technique chemically agnostic and contactless, but it 

requires neither intensity calibration, nor deconvolution, nor chemometric analysis.  
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2.2 Introduction 

The glass transition is loosely defined by the temperature at which an amorphous 

material gains enough internal energy to overcome vitrification and begins to flow as a 

viscous liquid. As a result, the glass transition temperature 𝑇𝑇𝑔𝑔 is one of the most 

important parameters when analyzing the structure-property-processing relationships in 

polymer science and engineering. As discussed in Chapter 1, while the melting point 

temperature of crystalline materials, at constant pressure, results from a clearly defined 

phase transition detectable by a discontinuity in extensive properties such as volume, 

enthalpy, and entropy, the glass transition is a gradual process whereby the material 

slowly becomes less “glassy” and more “rubbery” as the temperature increases. 

Therefore, 𝑇𝑇𝑔𝑔 is characterized as a rate-dependent quasi second-order thermodynamic 

phase transition which can be identified by a change in the slope of volume, enthalpy, or 

entropy as a function of temperature [13]. Since it is challenging to directly measure 

these extensive quantities in the laboratory, 𝑇𝑇𝑔𝑔 is traditionally measured indirectly by 

techniques such as differential scanning calorimetry (DSC) and dynamic mechanical 

analysis (DMA).  

The simpler of these two approaches is DSC, which measures the heat capacity 

(or heat flow) of a material as a function of temperature 𝑇𝑇. Since heat capacity is equal to 

the derivative of the enthalpy with respect to 𝑇𝑇, holding composition and pressure or 

volume, a step change in the DSC curves can correlate to a glass transition. By contrast, 

DMA probes viscoelasticity by measuring the storage and loss moduli as functions of 

temperature. While DMA provides a more direct measurement of the “glassy” to 

“rubbery” transition, there is no universally accepted definition of the exact transition 
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point, be it the onset temperature of the decrease in storage modulus 𝐸𝐸′, the temperature 

of the maximum in the loss modulus 𝐸𝐸′′, or the temperature of the peak of the loss 

tangent 𝐸𝐸
′

 𝐸𝐸′′
. Furthermore, there is rarely agreement among any of these various methods 

for determining 𝑇𝑇𝑔𝑔. For instance, one study reported 𝑇𝑇𝑔𝑔 values for polystyrene measured 

at 2 °C/min ranging from 84.7  to 89.3 °C  when determined from DSC measurements 

and ranging from 89.4 to 111.5 °C when ascertained from DMA results [11]. 

Both infrared and Raman spectroscopies have been explored as potential 

alternative methodologies for detecting the glass transitions in polymers [86-89]. Raman 

spectroscopy is of particular interest due to the high spatial resolution and inherent non-

contact nature of laser-based techniques. However, most Raman-based approaches to 

measuring 𝑇𝑇𝑔𝑔 have focused on detecting relatively small changes in either the intensity or 

position of peaks of bending or stretching modes which arise at 𝑇𝑇𝑔𝑔 due to changes in 

steric hindrances [88, 90]. Low-frequency Raman has been used to investigate the effects 

of aging and thermal history on amorphous polymers [91], and as a normalization factor 

for determination of glass transition kinetics via quasi-elastic Rayleigh scattering (QERS) 

[92, 93]. Still, there seems to be no discussion in the literature around the direct use of 

low-frequency Raman to measure glass transition kinetics. Furthermore, previous studies 

in this area relied upon complex multi-grating monochromators and polarization sensitive 

collection optics.  

In this work, we present a methodology which uses low-frequency Raman 

spectroscopy for determining 𝑇𝑇𝑔𝑔 of polymers by using only a double volume-

holographic-grating-based fiber optic Raman probe, with an unpolarized laser source and 

collection optics. The use of two gratings as a Rayleigh filter in a fiber optic Raman 
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probe has been well demonstrated as a means of simulating a double monochromator 

providing access to low-frequency vibrational modes [84, 94, 95], but there is still 

significant filter roll-off below ~15 cm-1, which can often make quantitation rather 

challenging. Here we demonstrate the ability to determine 𝑇𝑇𝑔𝑔 directly from the low-

frequency Raman spectra, irrespective of the filter roll-off, and support this with first 

principles modeling. This technique permits direct investigation of thermal-structural 

properties, in a contactless, non-destructive manner and is inherently well suited for in 

situ or high spatial resolution applications. Furthermore, the high scattering efficiency in 

this region of the spectrum permits studies of relatively fast kinetics. 

Traditional Raman spectroscopy provides a chemical fingerprint by probing the 

various vibrational modes of a molecule [96], but it is also sensitive to phonon modes 

which provide insight into the overall structure of the material [84]. Two common 

examples are the presence of c-Si (~520 cm-1) and a-Si (~480 cm-1) bands [50] as well as 

the g (~1582 cm-1) and d (~1380 cm-1) bands in graphene [51], which are examples of 

optical phonons due to vibrations along a crystal axis. Raman spectroscopy is also 

sensitive to acoustic phonons, which arise from in-phase lattice vibrations, but due to 

their extremely low energy, their modes are incredibly close to the Rayleigh line. Until 

recently, this made it challenging to measure them without the use of a double or triple 

monochromator [97-105]. 

In highly ordered crystalline materials, acoustic phonon modes produce sharp 

bands corresponding to the crystallographic axes. As the material becomes less ordered, 

the acoustic phonon modes tend to simultaneously broaden and redshift. In the case of 

amorphous materials, the phonon density of states 𝑔𝑔(𝜈𝜈) is dominated by two main 
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features – the Boson and van Hove peaks [63, 95, 106-114]. Therefore, in soft amorphous 

materials, the Raman scattering intensity 𝐼𝐼𝑅𝑅(𝜈𝜈) can be directly related to 𝑔𝑔(𝜈𝜈) by 

 
𝐼𝐼𝑅𝑅(𝜈𝜈) =

𝐶𝐶(𝜈𝜈)𝑔𝑔(𝜈𝜈)
|𝜈𝜈|

[𝑛𝑛(𝜈𝜈,𝑇𝑇) + 𝐻𝐻(𝜈𝜈)] (35) 

where ν is the frequency of the Raman shift, 𝐶𝐶(𝜈𝜈) the coupling coefficient and 𝑛𝑛(𝜈𝜈,𝑇𝑇) =

(𝑒𝑒ℎ𝜈𝜈 𝑘𝑘𝑘𝑘⁄ − 1)−1 the Bose-Einstein distribution function [42, 99, 115-117]. The Heaviside 

function 𝐻𝐻(𝜈𝜈) =  1 for 𝜈𝜈 ≥ 0, 0 otherwise, accounts for the difference in the probability 

between the Stokes and anti-Stokes shifted photons. 

The tendency of phonon modes to redshift and broaden is a universal feature of 

amorphous materials. Therefore, 𝐼𝐼𝑅𝑅(𝜈𝜈) can be considered as the disorder band of the 

polymer, analogous to the a-Si band or the d band in graphene. The primary difference is 

that the extremely soft nature of polymers shifts the disorder band into the low-frequency 

region of the Raman spectrum. We propose a method of using this disorder band to 

monitor the change in the phonon density of states as a function of temperature to 

determine 𝑇𝑇𝑔𝑔 of a polymer.  

 

2.3 Experimental Methods and Procedures 

2.2.1 Materials 

We utilized polystyrene pellets (CAS# 9003-53-6) with an approximate molecular 

weight of 210,000 g/mol purchased from Scientific Polymer Products, Inc. We also used 

polylactic acid (PLA) pellets (CAS# 26100-51-6) with an approximate molecular weight 

of 160,000 g/mol purchased from IC3D Industries, and poly(methyl methacrylate) 

(PMMA) pellets (CAS# 9011-14-7) with unknown manufacturer and molecular weight.   
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2.2.2 Raman Measurements 

The samples were placed in a THMS600 temperature-controlled microscope stage 

from Linkam, allowing 𝑇𝑇  to be controlled with an accuracy of < 0.01°C. The stage was 

sealed, and measurements were taken through the lid window. No extra efforts were 

taken to control the internal environment. Liquid nitrogen was utilized to stabilize the 

heating rate even though the samples were never cooled below 20 °C. The Raman 

measurements were made with an 808-nm CleanLine laser and TR-PROBE from 

Coherent coupled with an 8-mm working distance focusing lens. The TR-PROBE is a 

fiber-coupled Raman probe capable of measuring both Stokes and anti-Stokes Raman 

scattering to within approximately ±7 cm-1 of the Rayleigh line. The scattered light was 

then fiber coupled directly into a HORIBA LabRAM HR Evolution spectrometer. It is 

important to note that a fixed grating modular spectrometer would have provided 

sufficient sensitivity and resolution, but the LabRAM HR Evolution was used because it 

interfaced with the THMS600 temperature stage. 

All Raman spectra were analyzed with custom MATLAB code. No averaging or 

baseline correction were used for this dataset. Cosmic rays and other anomalous spikes in 

the spectra were removed with a custom 6-sigma algorithm. The normalized intensity of 

the disorder band 𝜁𝜁𝐷𝐷(𝑇𝑇) 

 

𝜁𝜁𝐷𝐷(𝑇𝑇) =
�
∫ 𝐼𝐼𝑅𝑅(𝜈𝜈,𝑇𝑇)𝑑𝑑𝑑𝑑𝐷𝐷
∫ 𝐼𝐼𝑅𝑅(𝜈𝜈,𝑇𝑇)𝑑𝑑𝑑𝑑𝑆𝑆

�

�
∫ 𝐼𝐼𝑅𝑅(𝜈𝜈,𝑇𝑇0)𝑑𝑑𝑑𝑑𝐷𝐷
∫ 𝐼𝐼𝑅𝑅(𝜈𝜈,𝑇𝑇0)𝑑𝑑𝑑𝑑𝑆𝑆

�
 (36) 

where 𝑇𝑇0 is the temperature of the initial measurement and the regions D and S are bound 

by ±7 cm-1 of the peak (~15 cm-1) and shoulder (~65 cm-1) of the disorder band, 
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respectively. Linear interpolations for the two regions (above and below 𝑇𝑇𝑔𝑔) were 

performed with MATLAB. When performing Raman spectral band fitting, the data were 

corrected for filter and spectrometer roll-off by calibration with a broadband white light 

source in the region between ±300 cm-1. Then the data were normalized for Stokes 

scattering and fitted with the default nonlinear least squares method from the MATLAB 

curve fitting toolbox. 

2.2.2 Differential Scanning Calorimetry (DSC) Measurements 

Heat flow measurements were conducted by DSC with a TA Instruments 

Discovery Series DSC 2500; 5−10 mg samples were sealed in aluminum pans with 

hermetic lids and heated at various temperature rates. All DSC measurements were 

conducted under nitrogen with a 50 mL/min flow rate. All DSC thermograms were 

smoothed with a Gaussian window function and scaled with MATLAB. The 𝑇𝑇𝑔𝑔 values 

were determined by the built-in analysis function in the TA Instruments TRIOS software 

package to determine the midpoint temperature. Typically heat-cool-heat experiments are 

used, which erase the thermal history of the sample with an initial heating ramp, impart a 

known thermal history with a cooling ramp, and heat the sample again with the result 

from the second heating ramp being reported. However, because the spectral analysis was 

performed with a single temperature ramp, we only focused on the initial DSC ramp. 

Polystyrene and PMMA were measured at a 10 °C/min heating rate, and PLA was 

measured at a 5 °C/min heating rate. 
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2.3 Results and Discussion 

2.3.1 Normalized Disorder Band Intensity   

Initially, we measured the Raman spectra of polystyrene using a 600 lines/mm 

diffraction grating and a 5-s integration time from -1100 to 1700 cm-1 with a total 

measurement time of 30 s per spectrum. The sample was heated from 70 to 150 °C with a 

2 °C step size, and accounting for spectral acquisition time, this corresponded to an 

average ramp rate of ~4 °C/min. Figure 22 a shows an overlay of the 41 spectra acquired 

over the temperature range, with the inset highlighting the disorder band increase as a 

function of T. Figures 22 b and c show the normalized intensity of the Stokes and anti-

Stokes shifted disorder band, 𝜁𝜁𝐷𝐷(𝑇𝑇) with a clear change in slope at ~92 °C. Next, we 

measured polystyrene over a spectral range of -1060 to 1060 cm-1 with an 1800 lines/mm 

grating and an integration time of 30 s, resulting in a total acquisition time of 457 s per 

spectrum. The sample was heated from 20 to 198 °C with a 2 °C step size. Accounting 

for spectral acquisition time, this corresponded to an average ramp rate of ~0.25 °C/min. 

This provided an increase in both spectral and temperature resolution. The results shown 

in Figure 23 a and b again demonstrate an apparent change in slope in 𝜁𝜁𝐷𝐷(𝑇𝑇) around ~90 

°C, which correlates with the 𝑇𝑇𝑔𝑔 midpoint of ~91 °C found by DSC (Figure 23 c). 
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Figure 22. (a) Normalized Raman spectra of polystyrene from 70-150 °C with inset 

showing the low-frequency region. Temperature dependence of the normalized disorder 

band intensity for (b) Stokes and (c) anti-Stokes shifted Raman scattering. 

 

To demonstrate the broad applicability of this method we also studied two 

additional polymers, PLA and PMMA. For PLA, we used a spectral range of -300 to 300 

cm-1, and an 1800 lines/mm grating with a 30-s integration time with a total measurement 

time of 129 s per spectrum, leading to an average ramp rate of ~0.32 °C/min for 1 °C step 

size. There is a kink in 𝜁𝜁𝐷𝐷(𝑇𝑇) at ~62 °C (Figure 23 d and e). This correlates with the PLA 

𝑇𝑇𝑔𝑔 midpoint of ~62 °C found by DSC (Figure 23 f). For the PMMA sample, we used a 

spectral range of -330 to 330 cm-1, an 1800 line/mm grating with a 60-s integration time, 

resulting in a total measurement time of 312 s per spectrum, with an average ramp rate of 

~0.18 °C/min. The PMMA did not exhibit a strong kink in 𝜁𝜁𝐷𝐷(𝑇𝑇) as observed in the other 

samples, but there is still a discernable change in slope at ~101 °C, as seen in Figures 23 

g and h. This agrees with the PMMA 𝑇𝑇𝑔𝑔 midpoint of ~101 °C determined by DSC (Figure 
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23 i). It is interesting to note that the relatively weak inflection in 𝜁𝜁𝐷𝐷(𝑇𝑇) coincides with 

the DSC results where the transition is so weak that it was undetectable for heating rates 

below 10 °C/min. 

 

 

Figure 23. Temperature dependence of the normalized disorder band intensity for (a), (d), 

& (g) Stokes and (b), (e), and (h) anti-Stokes shifted Raman scattering and the DSC 

thermogram (c), (f), and (i) of polystyrene, PLA, and PMMA respectively. 

 

2.3.2 Acoustic Phonon Contribution to Disorder Band 

2.3.2.1 First Principles Peak Fitting Model. The Boson peak is defined as the 

maxima of the normalized phonon density of states, 𝑔𝑔(𝜈𝜈)
𝜈𝜈2

. While the origins of this feature 

are still debated in the community, extensive experimental evidence and more recent 

modeling have shown this feature to be extremely sensitive to sound velocity [60, 63, 
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118-123]. The van Hove peak in 𝑔𝑔(𝜈𝜈) originates from singularities that arrive at critical 

points in the Brillouin zone and is far less sensitive to sound velocity changes than the 

Boson peak [63, 97, 124, 125]. In addition to the pure Raman signal, there is also an 

additional contribution in the disorder band due to QERS [126]. The QERS arises from 

the translational energy associated with the molecules in the sample, resulting in a 

broadening of the Rayleigh band and can be modeled as a Lorentzian function centered at 

0 cm-1.  

All these factors combined contribute to the overall shape of the disorder band 

resulting in its broad asymmetric shape and well-defined shoulder. To investigate the 

relative contributions of these various physical phenomena to understand the correlation 

between the kink in the temperature dependence of 𝜁𝜁𝐷𝐷(𝑇𝑇) and 𝑇𝑇𝑔𝑔, we modeled the 

spectral intensity 𝐼𝐼(𝜈𝜈) based on previous work comparing low-frequency Raman 

scattering and inelastic neutron scattering [67, 117]. 

 𝐼𝐼(𝜈𝜈) =  
𝐼𝐼𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄
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(37) 

where 𝐼𝐼 is the integrated intensity of the mode, 𝜈𝜈0 the frequency of the incident radiation, 

Δ𝜈𝜈 the full width half maximum, and 𝜉𝜉 the peak position, with the subscripts QERS, BP, 

NM, and 𝛿𝛿 denoting the four different contributions to the fit, namely QERS, Boson peak, 

normal modes, and bending mode, respectively, while 𝛾𝛾 is a constant relating to the skew 
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of the Boson peak.  Consistent with previously published inelastic neutron scattering 

results [67], the normal modes arise from 𝑔𝑔(𝜈𝜈), including the van Hove peak in addition 

to any modes other than those due to the Boson peak. For this analysis, we are limiting 

our scope to polystyrene which has a skeletal deformation (bending) mode within the tail 

of the disorder band at ~220 cm-1. It is important to note that contributions from skeletal 

deformation modes will vary by material as the location and number of deformation 

modes are not only polymer specific, but they can also vary with molecular weight and 

tacticity [102]. The relative strength of the Stokes and anti-Stokes shifted scattering 

signals is accounted for by the Boltzmann distribution due to thermal phonon populations 

and a cubic term in frequency due to the dipolar radiation. It should be noted that the 

radiative term is raised to the third power and not the fourth power because the signal 

from the camera in the spectrometer is proportional to the photon flux and not the 

absolute intensity [127]. 

Based on an observed Rayleigh filter cut-on of ±7 cm-1 after intensity correction, 

we digitally applied a notch filter to both the measured spectrum and intensity fitting 

function (Equation 37). Since most of the QERS is contained within ±7 cm-1, fitting its 

contribution outside this region is inherently difficult so the upper bound of Δ𝜈𝜈𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄  was 

set to 0.5 cm-1 to ensure physically relevant results. The 𝛾𝛾 term was also bound between 

0.5 and 2. All other fit parameters were unconstrained. Four representative fitted spectra 

of polystyrene (two measured below and two above 𝑇𝑇𝑔𝑔) are shown in Figure 24, with 

Boson peak positions of 11.7, 11.5, 9.8, and 8.7 cm-1 at 50, 60, 120, and 130 °C, 

respectively.  

 



65 
 

 

Figure 24. Intensity corrected Raman spectra (blue) fitted to the total intensity (red) as 

well as the associated QERS (yellow), Boson peak (purple), normal mode (green) and 

bending mode (cyan) contributions at (a) 50, (b) 60, (c) 120 and (d) 130 °C. 

 

2.3.2.2 Photon Density of States. By summing the fitted contributions from the 

Boson peak and normal modes, we can isolate the spectral contribution from just 𝑔𝑔(𝜈𝜈). 

Using Equation 35, we can then re-normalize as follows,  

 𝐼𝐼𝐵𝐵𝐵𝐵(𝜈𝜈) + 𝐼𝐼𝑁𝑁𝑁𝑁(𝜈𝜈)
|𝜈𝜈| [𝑛𝑛(𝜈𝜈,𝑇𝑇) + 𝐻𝐻(𝜈𝜈)] ∝

𝐶𝐶(𝜈𝜈)𝑔𝑔(𝜈𝜈)
𝜈𝜈2

.  (38) 

Studies have shown that 𝐶𝐶(𝜈𝜈) is a weakly varying function of 𝜈𝜈. 

Figure 25 shows the renormalized density of states, which remained relatively 

constant below 𝑇𝑇𝑔𝑔, and the average value Boson peak position over that range was 12 ± 

0.2 cm-1, in good agreement with the reported value of 11.5 cm-1 by Surovtsev and 
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Sokolov [99]. Above 𝑇𝑇𝑔𝑔, there is a redshift in the Boson peak, as expected with the 

decreased sound velocity. In addition, there is increased intensity from the renormalized 

density of states, which combines with the increased QERS from the softer material to 

produce the kink in 𝜁𝜁𝐷𝐷(𝑇𝑇) at 𝑇𝑇𝑔𝑔. 

 

 

Figure 25. Temperature dependence of the re-normalized acoustic phonon contribution to 

polystyrene disorder band. 

 

2.4 Conclusions 

The disorder band feature in Raman spectra of amorphous materials is a 

combination of QERS and the Boson peak. While it is known that this disorder band 

increases as a material softens, we have demonstrated the ability to use this phenomenon 

to directly measure glass transition behavior using a compact fiber-coupled Raman probe 

without the need for advanced spectral processing. Rigorous analysis of the temperature 

dependent spectra can accurately identify 𝑇𝑇𝑔𝑔 of polymers, but so too can simply 
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monitoring the temperature dependence of the integrated intensity near the apparent 

spectral peak (~15 cm-1) normalized to that of the shoulder (~65 cm-1).  

The improved signal-to-noise in the low-frequency region of the Raman spectrum 

makes it far more promising for mainstream polymer characterization applications 

compared to conventional Raman focused on the chemical fingerprint region. 

Furthermore, the non-contact and high spatial resolution nature of Raman spectroscopy 

make this technique ideal for both micro-analysis and in situ process control applications.  

This is in stark contrast to DSC and DMA, neither of which are particularly suited for in-

line process measurements or analysis of fibers and films. While this methodology 

produces similar results as those previously shown by Novikov et al. who monitored the 

intensity of the QERS normalized to the low-frequency Raman scatter [92], the use of the 

shoulder of the disorder band as a normalization for the low-frequency scattering greatly 

simplifies the instrumentation requirements, representing a major step toward widespread 

implementation of the technique. 
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Chapter 3  

Method for Determining Resin Cure Kinetics with Low-Frequency Raman 

Spectroscopy  

Texts and figures are reproduced and adapted with permission from R. V. 

Chimenti et al., " Method for determining resin cure kinetics with low-frequency Raman 

spectroscopy," Analyst, 2023,148, 5698, doi: 10.1039/d3an01099f. Copyright The Royal 

Society of Chemistry 2023 CC BY 3.0 DEED 

3.1 Abstract 

Characterizing resin extent of cure kinetics is critical to understanding the 

structure-property-processing relationships of polymers. The disorder band present in the 

low-frequency region of the Raman spectrum is directly related to conformational 

entropy and the modulus of amorphous materials, both of which change as the resin 

polymerizes.  Normalizing the disorder band to its shoulder (~85 cm-1) provides 

structural conversion kinetics, which we can directly correlate to chemical conversion 

kinetics for methacrylate and epoxy-amine-based resin systems.  In addition to fitting 

both the structural and chemical conversion data to a phenomenological kinetic rate 

equation, we also demonstrate a relationship between the chemical and structural 

kinetics, which appears to relate to the softness of the material. Lastly, we use the method 

to investigate a methacrylate/epoxy interpenetrating polymer network resin system. We 

find that the structural and chemical conversions occur simultaneously during the 

formation of the primary (methacrylate) network, but there is a lag between the two 

during the formation of the secondary (epoxy-amine) network.  
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3.2 Introduction 

Resin kinetics inform polymerization extent of cure and processing conditions, 

which are central to polymer network formation. How the polymer network is formed 

influences the final physical and mechanical properties of the material, and insufficient 

curing can be detrimental to the material’s performance [27, 128-131]. Thus, 

characterization of the kinetics is important for understanding the structure-property-

processing relationships of polymers, which is essential for industrial process 

development and quality control [2]. Additionally, ensuring sufficient curing mitigates 

safety risks as unreacted monomers and other low molecular weight components could 

diffuse out of the material, causing adverse health effects. Cure kinetics are also 

important for determining adequate manufacturing times and establishing safe processing 

and storage conditions, especially in formulations that contain multicomponent reagents 

and initiators [3]. Because of the complexity of multicomponent resin systems, there is a 

need for chemically independent techniques that can be implemented in situ into 

manufacturing processes. 

Many experimental techniques are used to monitor resin cure kinetics including 

changes in refractive index [132-134], rheology [135, 136], and dielectric analysis [137-

139] although differential scanning calorimetry (DSC) and Fourier transform infrared 

(FTIR) spectroscopy are perhaps the most widely implemented. DSC exposes a sample to 

a thermal profile and measures the heat flow during the curing process [6-10]. Monitoring 

kinetics with DSC assumes that the heat evolved is proportional to the extent of cure of 

reactive groups and that the reaction rate is proportional to the measured heat flow [7]. 

Similarly, photo-DSC monitors the heat release of photocurable resins after being 
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irradiated with UV or visible light [2-5]. In both DSC and photo-DSC, factors such as the 

method of sample preparation, the heating rate of the DSC test, and specificity of 

temperature integral approximation can have effects on the calculations and results [7, 

140]. Photo-DSC is also limited by the relatively long delay times due to the required 

low-intensity light [2]. 

FTIR is used for monitoring the kinetics of both thermal and photocurable 

systems and provides chemical information about the resin as the absorption band is 

proportional to the bond concentration [2, 3, 141]. In many cases, FTIR involves 

attenuated total reflection (ATR), which requires direct sample contact [131, 142-144]. 

This technique is useful for surface measurements but cannot provide information of a 

sample's interior nor is it suitable for in situ monitoring applications. Alternatively, 

conversion of the bulk polymer can be monitored in the near-IR range through 

transmission measurements, which can be adapted for in-line process monitoring [145-

148]. While effective for monitoring both physical and chemical properties of polymers,  

near-IR spectra contain overlapping overtones and combinations of bands from the mid-

IR that often require nontrivial post-processing and chemometric data analysis [149, 

150]. 

Raman spectroscopy has been used to study the real-time kinetics of different 

polymerization reactions such as those of microemulsions and epoxy resin systems [130, 

151-153]. Raman is a sensitive probe of nonpolar molecules, and as a noncontact, non-

destructive technique, it is suitable for in situ monitoring of cure kinetics. Raman spectra 

can be subdivided into three main regions known as the stretch region (>2000 cm-1), the 

chemical fingerprint region (~500 cm-1 – ~2000 cm-1), and the structural region (<500 
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cm-1).  However, thus far, Raman-based polymerization kinetics studies have focused 

exclusively on signals in the chemical fingerprint region [130, 151, 152], such as the 

methacrylate (C=C) band at ~1640 cm-1 and the epoxy band (CH-O-CH2) at ~1250 cm-1. 

Raman scattering in the low-frequency (terahertz) region, which is contained within the 

structural region, is directly related to the phonon density of states 𝑔𝑔(𝜈𝜈) [99, 108, 117, 

154]. In highly ordered crystalline materials, acoustic phonon modes produce sharp bands 

in the Raman spectrum, but as the material becomes less ordered, these modes tend to 

broaden and redshift simultaneously. For soft amorphous materials, 𝑔𝑔(𝜈𝜈) is dominated by 

two main features – the Boson and van Hove peaks [63, 95, 106-114]. In amorphous 

polymers, the Raman scattering intensity 𝐼𝐼𝑅𝑅(𝜈𝜈) can be directly related to 𝑔𝑔(𝜈𝜈) by 

Equation 35 [42, 99, 115-117, 154].  

In the previous chapter we have previously shown that these phonon modes result 

in a broad (~150 cm-1 wide) disorder band in polymers with an apparent peak near 15 

cm-1 and a well-defined shoulder dominated by the Boson and van Hove peaks, 

respectively [154]. In that work, we showed that by normalizing the disorder band to the 

shoulder, the integrated intensity near the peak of the disorder band could be used to 

measure the effective change in conformational entropy as a polymer goes through the 

glass transition, without the need for advanced spectral processing or peak fitting.  

In this chapter, we describe how this same methodology can be applied to 

measure polymerization kinetics by monitoring the decrease in the normalized disorder 

band as a resin polymerizes.  Since the disorder band in soft amorphous materials is a 

universal feature, this approach benefits from combining the “chemically agnostic” 

nature of traditional thermal-mechanical analysis methods with the non-contact, non-
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destructive nature of laser-based vibrational spectroscopy. Herein, we demonstrate the 

universality of this technique by detecting transient structural changes during the curing 

process of methacrylate, epoxy-amine, and dual-cure methacrylate/epoxy interpenetrating 

polymer network (IPN) resins.  

3.3 Materials and Methods 

3.3.1 Materials and Sample Preparation 

Three resins were formulated for this study to represent a wide array of materials: 

fully methacrylate, epoxy-amine, and methacrylate/epoxy. Resins were prepared such 

that the methacrylate functionalities polymerized via photoinitiated free radical 

polymerization, and the epoxy-amine components cured thermally. Figure 26 shows the 

components of each resin formulation. All components were used as received in this 

study. 
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Figure 26. Structures of resin formulations. 

 

A fully methacrylate resin (DA-2) was prepared from 37.5 wt% bisphenol A 

glycerolate dimethacrylate (BisGMA, Esstech), 37.5 wt% ethoxylated bisphenol A 

dimethacrylate (BisEMA, Esstech), and 25 wt% 1,6-hexanediol (HDDMA, Esstech) 
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according to Tu et al. [18]. Diphenyl(2,4,6-trimethylbenzoyl)phosphine oxide (TPO, TCI 

America) was added as a photoinitiator at 2 wt% based on the total mass of resin. 

An epoxy-amine resin was prepared from a diglycidyl ether of bisphenol A resin 

(EPON 828, Hexion) and a diethylmethylbenzenediamine resin (Epikure W, Hexion). 

The epoxy equivalent weight (EEW) for EPON 828 was 186.1 g/eq and the amine 

hydrogen equivalent weight (AHEW) of Epikure W was 44.6 g/eq. These components 

were formulated with 1:1 equivalents of epoxide to amine hydrogen. The epoxy-amine 

resin is herein referred to as EPON 828. 

A dual-cure methacrylate/epoxy IPN resin was prepared by combining 

methacrylate and epoxy-amine resin components. The epoxy-amine component was 

prepared with EPON 828 and Epikure W with 1:1 equivalents of epoxide to amine 

hydrogen. Phenyl methacrylate (inhibited with 100 ppm of hydroquinone, Scientific 

Polymer Products), BisGMA, and the epoxy-amine were formulated based on 1:0.5:0.5 

molar equivalents, respectively. This resin formulation is denoted as PBE. TPO was 

added as the photoinitiator at 2 wt% based on the total resin. 

All resin formulations were mixed with an ARE-310 planetary mixer (Thinky) 

programmed for 10 min at 2000 rpm to mix and 5 min at 2200 rpm to defoam. This 

mixing cycle was repeated until all components were fully dispersed homogenously (2-3 

cycles). After mixing a given formulation, resin was applied onto a 4 × 6 × 0.020 in3 steel 

test panel and spread with an adjustable film coater set to a thickness of 500 μm. A 25 × 

25 × 0.15 mm3 glass cover slip was then placed on top of the resin to mitigate oxygen 

inhibition at the surface, and the excess resin was removed.  
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3.3.2 Experimental Setup 

The experimental setup, shown schematically in Figure 27, enabled in situ real-

time polymerization kinetics monitoring of photo, thermal, and sequential photo-thermal 

cure.  This was accomplished with a 0.25-in thick aluminum plate with an embedded 

thermocouple seated on top of a hot plate as the sample platform.  Light from an 

Omnicure Series 2000 high-power mercury vapor source (Excelitas Technologies) was 

passed through a 365-nm bandpass filter, fiber-coupled to a large core "light pipe" and 

then collimated directly above the sample platform to allow for relatively uniform 

illumination of the resins. The Raman scattering measurements were done with a 785-nm 

CleanLine laser and TR-PROBE from Coherent Inc. with a 37.5-mm focal length 

aspheric lens for both excitation and collection. The TR-PROBE can filter both Stokes 

and anti-Stokes Raman scattering to within approximately ±7 cm-1 of the Rayleigh line. 

The scattered light was then fiber-coupled directly into an EAGLE Raman-S (Ibsen 

Photonics) high-throughput transmission (f/1.6) spectrograph. Raman scattered light was 

collected with a deep depleted back-illuminated thermoelectrically cooled (-60 °C) CCD 

camera (Andor Instruments) with a 950-ms integration time. The UV illumination 

intensity was controlled by a combination of lamp settings and adjustments to the height 

between the collimating lens and the sample platform, and the light intensities were 

measured with a Thorlabs power meter.  
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Figure 27. Schematic representation of Raman kinetics experimental setup. 

 

3.3.3 Data Processing and Analysis 

All Raman spectra were analyzed with custom MATLAB code, which included 

an adaptive, iteratively reweighted Penalized Least Squares algorithm for baseline 

correction for data in the chemical fingerprint region. No baseline correction was needed 

in the structural region. Cosmic rays and other anomalous spikes in the spectra were 

removed with a custom 6-sigma algorithm. The conversion α was calculated from the 

following relationship, 

 

α =
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  (39) 

where the regions 𝐼𝐼𝑣𝑣𝑣𝑣𝑣𝑣 and 𝐼𝐼𝑟𝑟𝑟𝑟𝑟𝑟 are the integrated intensities of the variable and reference 

peaks respectively.  For structural “conversion”, the variable and reference peaks were 

chosen to be the peak (~14 cm-1) and shoulder (~85 cm-1) of the disorder band, 
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respectively. For the fingerprint region, the variable and reference peaks varied according 

to the polymer. For methacrylate kinetics, the variable and reference peaks were the 

aromatic CCH quadrant stretch (~1605 cm-1) and the C=C stretch (~1637 cm-1), 

respectively [90]. For epoxy-amine kinetics, the variable and reference peaks were the 

epoxy ring breathing mode (~1250 cm-1) and the phenyl band (~1109 cm-1), respectively 

[152]. All integrated intensities were determined with bounds of ±7 cm-1 of the line 

center. 

Conversion data were fit with linear least squares regression to the integrated 

form of the following kinetic rate equation: 

 𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

= 𝑘𝑘(𝛼𝛼𝑢𝑢 − 𝛼𝛼)𝑛𝑛  (40) 

where 𝛼𝛼𝑢𝑢 is the ultimate conversion, 𝑘𝑘 is the rate constant, and 𝑛𝑛 is the reaction order. 

[131] While the authors acknowledge that there are more comprehensive kinetic rate 

equations for epoxy-amine resin systems [155], our purpose is to show the applicability 

of the method and not to provide a detailed physical description of the cure itself.  

Therefore, we have chosen to use this relatively simple phenomenological model in this 

study.  

When performing Raman spectral band fitting, the data were corrected for filter 

and spectrometer roll-off by calibration with a broadband white light source in the region 

between ±200 cm-1. Then the data were normalized for Stokes scattering and fitted to 

Equation 37, with 𝐼𝐼𝛿𝛿 → 0 since there were no observable bending modes in the region of 

interest. The fit was done with the default nonlinear least squares method from the 

MATLAB curve fitting toolbox.  
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3.4 Results and Discussion 

3.4.1 UV Cured Methacrylate Resin 

First, we chose to look at the cure kinetics of the DA-2 formulation since it had 

been previously studied with ATR-FTIR by Tu et al. [131]. Figure 3(a) shows the 

methacrylate conversion based on the Raman results from the chemical region for 

measurements done with a 365-nm light source with an illumination intensity of 0.76 

mW/cm2. An unconstrained fit of the chemical conversion data resulted in 𝛼𝛼𝑢𝑢 = 0.79, 

𝑘𝑘 = 0.09, and 𝑛𝑛 = 4.3 with a sum square error, SSE, of 0.59. The previous FTIR analysis 

of DA-2 with 0.7 wt% phenylbis(2,4,6-trimethylbenzoyl)phosphine oxide as the 

photoinitiator, under various illumination intensities at a wavelength of 405-nm  yielded 

𝛼𝛼𝑢𝑢 = 0.74 and 𝑛𝑛 = 4.4. The 𝑘𝑘 values cannot be directly compared as the previous 

analysis modified the rate constant by including an intensity dependent prefactor in the 

kinetic rate equation: 𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

= 𝐼𝐼𝐸𝐸𝜔𝜔 𝑘𝑘(𝛼𝛼𝑢𝑢 − 𝛼𝛼)𝑛𝑛, where 𝐼𝐼𝐸𝐸 is the light intensity and 𝜔𝜔 the dose 

rate exponent with a reported value of 0.71. [131] 
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Figure 28. DA-2 photocure kinetics obtained from (a) the chemical region of the Raman 

spectrum with inset showing the methacrylate (variable) and phenyl (reference) peak and 

(b) the structural region with inset showing the normalized disorder band. (c) displays an 

overlay of the chemical conversion kinetics and the structural kinetics scaled by 𝑐𝑐 =

 1.39, with the inset showing the proportionality across the entire cure. In (a) and (b) the 

blue dots represent measured values and the red line the fitted curve. In (c) the blue line 

represents the methacrylate chemical conversion, and the red line represents the 

proportionality corrected structural conversion. 
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Visual inspection of the structural kinetics data (Figure 28b) clearly shows the 

same general shape of the curve, with an improved signal-to-noise ratio.  It should be 

noted that an unconstrained fit produced kinetic constants of 𝛼𝛼𝑢𝑢 = 0.51, 𝑛𝑛 = 3.0, and 

𝑘𝑘 = 0.12 with an SSE of 0.14, which do not match the chemical kinetics values. This is 

not unexpected since chemical conversion is a direct measure of monomer 

polymerization whereas structural conversion reflects the change in phonon dispersion. 

Therefore, the conversion values do not have the same physical meaning in structural 

kinetics as they do in chemical kinetics. However, as shown in Figure 3c, there is a 

scaling factor 𝑐𝑐 = 1.39 between the chemical and structural conversion curves of DA-2 

with a mean square residual MSR of 0.0001. Over the course of 12 different DA-2 

experiments (see Table 2) with light intensities ranging from 0.22 – 1.08 mW/cm2 we 

found the scaling constant was robust with a value of 𝑐𝑐 =  1.40 ± 0.02. That is, while the 

kinetic constants appear to be significantly different, the curves only differ by a scaling 

factor due to the differences in what is being probed. 
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Table 2  

Summary of Kinetic Fit Results for DA-2 Resin System 

 

 

 

3.4.2 Thermally Cured Epoxy-Amine Resin  

Next, we investigated the EPON 828 thermally cured at 180 °C. Results shown in 

Figure 4 clearly demonstrate the ability to generate both chemical and structural 

conversion curves. Unconstrained fitting produced kinetic constants of 𝛼𝛼𝑢𝑢 = 0.88, 𝑘𝑘 =

0.002, and 𝑛𝑛 = 1.2 for the chemical conversion, and 𝛼𝛼𝑢𝑢 = 0.58, 𝑘𝑘 = 0.01, and 𝑛𝑛 = 2.1 

for the structural conversion. Due to the combination of low Raman scattering efficiency 

and the broad overlapping shape of peaks in this region, the chemical conversion is 

inherently noisy (Figure 29a) with a large SSE of 24.11. By contrast, the noise in the 

structural conversion data (Figure 29b) is comparable to that of the data of the UV-cured 

resin system. Figure 4c gives 𝑐𝑐 =  1.57 for the two curves with an MSR of 0.0025, 

Light Intensity (mW/cm2) 
Chemical Structural 

c MSR 
αu k n SSE αu k n SSE 

1.02 0.79 0.20 4.24 0.58 0.51 0.26 3.00 0.75 1.41 0.0002 
1.02 0.81 0.13 4.40 0.45 0.51 0.16 3.00 0.11 1.43 0.0002 
1.08 0.80 0.12 4.30 0.92 0.50 0.16 2.90 0.14 1.43 0.0003 
0.76 0.79 0.09 4.30 0.59 0.51 0.12 3.00 0.14 1.39 0.0001 
0.76 0.79 0.12 4.25 0.70 0.51 0.18 3.10 0.13 1.41 0.0002 
0.76 0.77 0.09 3.96 0.67 0.50 0.13 2.90 0.15 1.40 0.0002 
0.50 0.75 0.08 3.70 0.68 0.50 0.09 2.80 0.18 1.40 0.0001 
0.50 0.76 0.08 3.90 0.83 0.50 0.09 2.80 0.20 1.39 0.0001 
0.50 0.76 0.08 3.90 0.64 0.51 0.12 3.10 0.17 1.40 0.0001 
0.22 0.70 0.04 3.00 1.05 0.49 0.05 2.60 0.32 1.39 0.0002 
0.22 0.69 0.04 2.94 1.00 0.49 0.05 2.60 0.32 1.38 0.0001 
0.23 0.69 0.03 3.00 1.66 0.48 0.04 2.50 0.39 1.36 0.0002 
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further demonstrating the self-consistency between the chemical and structural kinetics. It 

should be noted that, unlike the DA-2 resin where the proportionality constant settled in 

under 1 min, the EPON 828 took nearly 15 min before the proportionality constant 

stabilized. Over the course of 10 different experiments (see Table 3) with the EPON 828 

system with ~180 °C cure temperature, the average proportionality constant was 𝑐𝑐 =

 1.71 ± 0.26. 

 

Table 3   

Summary of Kinetic Fit Results for EPON 828 Resin System 

Temperature 
(oC) 

Chemical Structural 
c MSR 

αu k n SSE αu k n SSE 
185.80 0.82 0.00143 1.08 46.22 0.48 0.00752 1.00 3.50 1.59 0.0225 
181.20 0.82 0.00173 1.30 85.35 0.53 0.00720 2.08 0.44 1.56 0.0132 
180.50 0.85 0.00297 1.24 72.44 0.62 0.00601 1.42 0.60 1.32 0.0110 
180.80 0.88 0.00229 1.17 10.76 0.44 0.00455 1.47 0.16 1.99 0.0019 
175.30 0.86 0.00215 1.07 5.65 0.40 0.01252 1.79 0.50 2.13 0.0381 
175.10 0.90 0.00328 1.44 7.12 0.46 0.00691 1.64 0.07 1.95 0.0013 
180.50 0.86 0.00415 1.45 42.86 0.59 0.03279 2.46 0.09 1.49 0.0131 
176.80 0.90 0.00316 1.53 3.05 0.45 0.00750 1.46 0.40 1.90 0.0031 
174.50 0.90 0.00280 1.29 15.56 0.54 0.00623 1.68 0.07 1.66 0.0023 
180.00 0.88 0.00224 1.29 24.35 0.57 0.00667 1.79 0.08 1.55 0.0040 
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Figure 29. EPON 828 thermal cure kinetics obtained from (a) the chemical region of the 

Raman spectrum with inset showing the epoxide (variable) and phenyl (reference) peaks; 

(b) the structural region with inset showing the normalized disorder band; and (c) an 

overlay of the chemical conversion kinetics and the structural kinetics scaled by c = 1.57, 

with the inset showing the proportionality across the entire cure. In (a) and (b) the blue 

dots represent measured values and the red line the fitted curve. In (c) the blue line 

represents the methacrylate chemical conversion, and the red line represents the 

proportionality corrected structural conversion.  
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During many of the EPON 828 cure kinetics experiments, there was an initial dip 

in the structural conversion region, which was not reflected in the chemical conversion 

kinetics. We hypothesize that this is due to an initial drop in viscosity (modulus) when 

the sample was rapidly heated from room temperature to 180 °C. Further rheological 

studies are needed to test this hypothesis (see Chapter 4). To accurately calculate the 

proportionality constant c when necessary, the kinetics data were truncated to remove the 

initial dip. Figure 30 shows a representative example of the workflow for an EPON 828 

resin thermally cured at 180 °C. Figure 30a shows the chemical and structural conversion 

when the initial data points are used, with Figure 30b showing a zoomed-in view of the 

dip with the black line indicating the truncation point at 80 s. All truncation points were 

determined by visual inspection and typically ranged from ~60 s – ~100 s. Figure 30c 

shows the overlays of the recalculated conversion data post-truncation, and figure 30d 

shows the overlays after the structural data was scaled by 𝑐𝑐 =  1.68.   
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Figure 30. Chemical (blue) and structural (red) conversion kinetics of an EPON 828 resin 

thermally cured at 180 °C. (a) Complete kinetic profiles, (b) first 500 s of the cure with 

the vertical black line indicating the inflection point in structural kinetics, (c) recalculated 

conversion profiles after truncation, and (d) an overlay of the chemical conversion 

kinetics and the structural kinetics scaled by 𝑐𝑐 =  1.68.  

 

Upon peak fitting, we determined the relative contributions to the disorder band 

from the quasi-elastic Rayleigh scattering, Boson peak, and normal mode dominated by 

the van Hove peak [67, 154]. Figure 31 shows the fitted results at the end of the cure for 

both resin formulations, clearly demonstrating the simultaneous blueshift and decrease in 

the Boson peak after cure.  It is important to note that EPON 828 is softer than the DA-2, 

with the two polymers having reported storage moduli of 2.1 GPa and 3.0 GPa, 

respectively [18, 156] ,and EPON 828 is cured at elevated temperatures, further softening 
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it which accounts for the difference in the final Boson peak locations: 12 cm-1 for EPON 

828 and 16 cm-1 for DA-2.  Nonetheless, these differences in the phonon dispersion have 

no noticeable impact on the applicability of this method to measure the polymerization of 

the two resin systems, but the difference in moduli likely contributes to the difference in 

the 𝑐𝑐 values between the two resin systems. 

 

 

Figure 31. Intensity corrected Raman spectra (blue) fitted to the total intensity (red) as 

well as the associated QERS (yellow), Boson peak (purple), and normal mode (green) 

contributions for DA-2 pre (a) and post cure (b) and EPON 828 pre (c) and post cure (d). 

 

3.4.3 Dual-Cure IPN Resin  

Lastly, to investigate the universality of the method, we analyzed the PBE dual-

functional IPN resin system. Figure 32 shows the results of both the methacrylate, epoxy, 
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and structural conversions at room temperature over a 1-h exposure to 365-nm light with 

an intensity of 1.01 mW/cm2. Using the same methodology as the previous resin, we 

were able to measure both chemical (methacrylate and epoxy) and structural conversion. 

Unconstrained fitting produced kinetic constants of 𝛼𝛼𝑢𝑢 = 0.76, 𝑘𝑘 = 0.01, and 𝑛𝑛 = 1.8 

for the methacrylate chemical conversion, and 𝛼𝛼𝑢𝑢 = 0.40, 𝑘𝑘 = 0.02, and 𝑛𝑛 = 2.0 for the 

structural conversion. As expected, there was no observable epoxy chemical conversion 

(Figure 32b).  Both the methacrylate chemical and structural conversion fits had a 

relatively low SSE of 1.92 and 0.24, respectively.  However, upon visual inspection of 

Figures 32a and 32c, it is obvious that below 500 s, the fit is not as good as those in the 

other two resin systems, resulting from the relatively long inhibition time (higher 

activation energy) of the PBE resin.  Both fits could have been improved by accounting 

for inhibition, but that was beyond the scope of this chapter.  
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Figure 32. PBE photocure kinetics obtained using (a) the methacrylate chemical region 

of the Raman spectrum with inset showing the methacrylate (variable) and phenyl 

(reference) peaks; (b) the epoxy chemical region of the Raman spectrum with inset 

showing the epoxied (variable) and phenyl (reference) peaks; (c) the structural region 

with inset showing the normalized disorder band; and (d) an overlay of the chemical 

conversion kinetics and the structural kinetics scaled by 𝑐𝑐 =  1.95, with the inset 

showing the proportionality across the entire cure.  In (a), (b), and (c) the blue dots 

represent measured values and the red line the fitted curve. In (d) the blue line represents 

the methacrylate chemical conversion, and the red line represents the proportionality 

corrected structural conversion. 
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Figure 32d shows that for the methacrylate fingerprint and structural conversion 

curves 𝑐𝑐 = 1.95 with an MSR of 0.0003. Over the course of 14 different PBE 

experiments (see Table 4) with light intensities ranging from 0.21 – 1.03 mW/cm2, we 

found 𝑐𝑐 =  1.98 ± 0.02. In addition to further validating the self-consistency between the 

chemical and structural conversions, this is also in accord with our hypotheses regarding 

the correlation between the modulus and the proportionality constant. Since the PBE 

resin was not thermally post-cured, the epoxy-amine network was not able to form, 

resulting in a significantly softer material and, therefore, a higher proportionality 

constant. Upon peak fitting, the final Boson peak position of the photocured PBE resin 

was determined to be 16 cm-1, which is identical to the results of the fully methacrylate 

DA-2 resin. 

 

Table 4  

 Summary of Kinetic Fit Results for PBE Resin System 

 
Light Intensity 

(mW/cm2) 
Chemical Structural 

c MSR 
αu k n SSE αu k n SSE 

1.01 0.76 0.01 1.80 1.92 0.40 0.02 2.00 0.24 1.95 0.0003 
1.04 0.78 0.01 1.60 2.54 0.39 0.02 1.70 0.29 2.01 0.0004 
1.00 0.83 0.02 2.40 2.11 0.40 0.03 2.00 0.34 2.01 0.0003 
0.73 0.77 0.01 1.90 2.11 0.38 0.01 1.50 0.30 1.97 0.0004 
0.74 0.79 0.01 1.80 2.82 0.40 0.02 1.90 0.40 1.98 0.0004 
0.75 0.78 0.01 1.70 2.76 0.39 0.01 1.40 0.36 1.97 0.0004 
0.48 0.77 0.01 1.80 4.47 0.39 0.02 1.90 0.38 1.98 0.0009 
0.50 0.79 0.01 2.00 3.19 0.39 0.01 1.60 0.46 2.01 0.0004 
0.49 0.80 0.01 2.10 3.70 0.39 0.01 1.30 0.50 1.97 0.0004 
0.49 0.80 0.01 2.20 4.86 0.39 0.01 1.60 0.48 1.94 0.0005 
0.53 0.78 0.01 1.65 2.48 0.39 0.01 1.40 0.44 1.98 0.0003 
0.22 0.80 0.01 3.00 12.21 0.44 0.01 2.40 1.55 1.94 0.0007 
0.21 0.83 0.01 2.54 8.37 0.40 0.01 1.80 1.10 1.99 0.0003 
0.21 0.82 0.01 2.90 15.46 0.41 0.01 2.10 1.72 1.96 0.0005 
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Lastly, we evaluated the PBE resin through the entire dual cure process. First it 

was photocured with an illumination intensity of 1.02 mW/cm2 for 1 h, at which time the 

UV lamp was turned off, and data collection was paused. The sample was removed while 

the stage was heated to 180 °C. The sample was then placed back on the temperature 

stage, and data collection was resumed for 2 h, simulating a traditional post-cure in a 

preheated oven. Figure 33 shows the change in the spectral weight of the disorder band, 

which reflect the kinetics of both the UV and thermal cures.  The sizeable negative step 

discontinuity in the data is due primarily to the temperature dependence of the low-

frequency Raman signal, as shown in Figure 33. However, there may also be additional 

contributions due to uncertainty in sample placement during the thermal cure.  

 

 

Figure 33. PBE dual UV-thermal cure kinetics obtained from the structural region.  

 

We independently analyzed the UV and thermal cure regions to gain a deeper 

insight into the cure kinetics. During the photocure, no measurable conversion was 
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present from the epoxy. The kinetic constants from the methacrylate chemical conversion 

were 𝛼𝛼𝑢𝑢 = 0.79, 𝑘𝑘 = 0.010, and 𝑛𝑛 = 1.83 with an SSE of 1.72, and the kinetic constants 

from the structural conversion were 𝛼𝛼𝑢𝑢 = 0.39, 𝑘𝑘 = 0.010, and 𝑛𝑛 = 1.4 with an SSE of 

0.34.  We also determined that the methacrylate-to-structural proportionality constant was 

𝑐𝑐 = 1.97.  As expected, these results are extremely close to those shown in Figure 32.  

The thermal cure kinetics unveiled several interesting kinetic processes beyond 

simple epoxy-amine polymerization. One interesting observation is additional 

methacrylate polymerization during the first 500 s of the thermal cure (Figure 34a).  We 

believe this may result from increased chain mobility above the glass transition 

temperature and increased internal energy allowing the release of trapped free radicals 

from dissolved oxygen. We were able to determine kinetic constants for the additional 

methacrylate conversion of 𝛼𝛼𝑢𝑢 = 0.3, 𝑘𝑘 = 0.010, and 𝑛𝑛 = 1.35; although it should be 

noted that the data were quite noisy, resulting in an SSE of 81.6048.  Still, an additional 

cure of 0.3 indicates a 30% increase over the photocure, which had an ultimate cure of 

0.79, implying complete methacrylate conversion after thermal processing.   

During the thermal cure, the epoxy chemical conversion was given by kinetic 

constants 𝛼𝛼𝑢𝑢 = 0.89, 𝑘𝑘 = 0.010, and 𝑛𝑛 = 2 with an SSE of 25.99 (Figure 34b), and the 

kinetic constants from the structural conversion were 𝛼𝛼𝑢𝑢 = 0.17, 𝑘𝑘 = 0.010, and 𝑛𝑛 = 2 

with an SSE of 0.07 (Figure 8c).  As illustrated in Figure 34d, the structural conversion 

appears to lag the chemical conversion for the first half hour of the thermal cure.  We 

hypothesize this is an indication that during the initial polymerization of the secondary 

network (epoxy-amine), the modulus is still dominated by the primary network 

(methacrylate), resulting in slower structural kinetics.  However, since both curves tend 
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to overlap after approximately 70% conversion, it seems that once the secondary network 

has sufficiently percolated through the primary network, the epoxy polymerization 

eventually begins to correlate directly with changes in the modulus. 

 

 

Figure 34. PBE thermal (secondary) cure kinetics obtained from (a) the methacrylate 

chemical region of the Raman spectrum with inset showing the methacrylate (variable) 

and phenyl (reference) peaks; (b) the epoxy chemical region of the Raman spectrum with 

inset showing the epoxied (variable) and phenyl (reference) peaks; (c) the structural 
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region with inset showing the normalized disorder band; and (d) an overlay of the 

chemical conversion kinetics and the structural kinetics scaled by 𝑐𝑐 =  5.34, with the 

inset showing the proportionality across the entire cure.  In (a), (b), and (c) the blue dots 

represent measured values and the red line the fitted curve. In (d) the blue line represents 

the methacrylate chemical conversion, and the red line represents the proportionality 

corrected structural conversion. 

 

3.5 Conclusions 

These results demonstrate the applicability of utilizing the disorder band present 

in the low-frequency region of the Raman spectra as a measure of the polymer extent of 

cure. This band is a universal feature of amorphous materials, providing a noncontact and 

chemically agnostic methodology for determining polymerization kinetics. With the 

structural-to-chemical proportionality constant, we have demonstrated the ability to 

correlate the decrease in the overall disorder of the material and the reduction in the bond 

concentration of polymerization reactive functional groups. The large Raman scattering 

efficiency in the low-frequency provides a noticeable improvement in the signal-to-noise 

ratio. Although the effects of curing at elevated temperature (e.g., changes in viscosity 

and low-frequency Raman scattering intensity) require additional exploration, the 

improved signal-to-noise and chemically agnostic nature of structural cure  kinetics is 

particularly promising for epoxy systems which have been historically difficult to 

measure with traditional vibrational spectroscopy [157]. Analysis of a dual-cure IPN has 

shown a discrepancy between the structural and chemical conversion kinetics, indicating 

a different relationship between polymerization and modulus as the secondary network 
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forms in the presence of the primary network. Further rheological studies are needed to 

test this hypothesis.  
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Chapter 4  

Influence of Rheological Modifications on Primary Network Chemical and 

Structural Cure Kinetics for an Interpenetrating Polymer Network Resin 

Texts and figures are reproduced and adapted with permission from R. V. 

Chimenti et al., "Influence of Rheological Modifications on Primary Network Chemical 

and Structural Cure Kinetics for an Interpenetrating Polymer Network Resin," 

Manuscript submitted for publication. 

4.1 Abstract 

We have previously shown that low-frequency Raman spectroscopy is a viable 

method for assessing resin structural cure kinetics and complements the traditional 

chemical conversion determined from the fingerprint region of the spectrum. In this work 

we further evaluate the relationship between the structural and chemical conversion by 

investigating two chemically identical yet rheologically different interpenetrating 

polymer network resin formulations. Rheological analysis demonstrates a correlation 

between structural conversion and storage modulus, which is not present in chemical 

conversion. We show that one can produce master cure kinetics curves with comparable 

kinetic constants using both the chemical and structural conversion methodologies. 

Parametric analysis of the structural conversion, chemical conversion, and 

photorheological conversion was combined with a model for the shear modulus as a 

function of extent of cure. 

4.2 Introduction 

Both structural and chemical kinetics are critical for understanding the structure–

property–processing relationships in polymer science. While many experimental 
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techniques are available for investigating polymer kinetics, including DSC [4, 5, 10], 

rheology [135], and FTIR spectroscopy [7, 18, 144], none of these methodologies is 

particularly well suited for in situ studies. On the other hand, Raman spectroscopy is ideal 

for in situ analysis since it is a non-contact, laser-based measurement. However, it has 

historically been of limited utility in applied polymer science due to its relatively low 

sensitivity, especially for epoxy/amine polymers due to the low polarizability of those 

functional groups. In the previous chapters, we demonstrated an alternative approach 

using the low-frequency region of the Raman spectrum to probe the overall structural 

changes in polymers, which vastly improved the signal-to-noise ratio of the measurement 

[154, 158]. 

Traditionally, Raman-based kinetics studies have focused on the modes in the 

chemical fingerprint region, whereby changes in peak height are related to the bond 

concentration [136, 151-153] and changes in peak width or position correlate to steric 

effects associated with structural changes [88]. Raman scattering is also sensitive to 

acoustic phonon modes which result from long-range cooperative vibrations across the 

entire material. In glassy and liquid phase materials, the phonon density of states 𝑔𝑔(𝜈𝜈), 𝜈𝜈 

being the phonon frequency, is a broad continuous function dominated by two main 

features – the Boson and van Hove peaks [63, 99, 108, 109, 114, 117, 154]. The Boson 

peak is defined as the maximum of the normalized phonon density of states 𝑔𝑔(𝜈𝜈)
𝜈𝜈2

  and is 

extremely sensitive to the sound velocity. The van Hove peak originates from 

singularities at the edge of the Brillouin zone and is therefore far less affected by physical 

changes [63].  
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The intensity of the Stokes-shifted Raman scattering 𝐼𝐼𝑅𝑅(𝜈𝜈) is given by Equation 

35 [42, 99, 116, 117, 154]. The continuous spectrum of low-energy phonons results from 

the random arrangement of microdomains through the amorphous macrostructure, 

making it a universal feature directly related to the overall disorder of the material. Since 

entropy is related to the phonon population distribution, normalizing this disorder band 

by the shoulder and integrating over the peak provides a chemically agnostic method for 

quantitating changes in conformational entropy.  

In addition to 𝐼𝐼𝑅𝑅(𝜈𝜈), there is also an additional contribution in the measured 

Raman spectrum due to quasi-elastic Rayleigh scattering, which arises from the 

translational energy associated with the molecules in the sample. This results in a 

broadening of the Rayleigh band. These two spectral contributions, combined with the 

Rayleigh filter cut-on associated with the collection optics, result in a broad (~150 cm-1 

wide) disorder band in polymers with an apparent peak near 15 cm-1 and a well-defined 

shoulder dominated by the Boson and van Hove peaks, respectively. Even though the 

observed disorder band contains these additional contributions, we have previously 

demonstrated that normalizing the spectrum to the shoulder and integrating over the 

apparent peak can be used to monitor the structural changes in polymers [154].  

 In the previous chapter, we demonstrated the ability to utilize this method to 

monitor the extent of cure for a variety of different chemistries, including a photo-curable 

methacrylate resin, a thermally curable epoxy/amine resin, and a sequential photo-

thermal curable methacrylate-epoxy interpenetrating polymer network (IPN) resin system 

[158]. In all three resin systems, we demonstrated that the relationship between the 

chemical and structural cure kinetics can be described by a proportionality constant c 
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particular to each system; however, two instances deviated from this behavior. In one 

case, there was an apparent initial dip in the structural conversion of the thermally cured 

epoxy/amine resin system, likely due to a transient-temperature-induced softening of the 

material before polymerization. In the other, we noticed a lag between the chemical and 

structural conversion when curing the secondary network of the IPN resin system, 

indicating a different relationship between polymerization and modulus as the secondary 

network forms in the presence of the primary network. In both cases, the assumption is 

that the observed behavior reflects the sensitivity of the Boson peak to the speed of sound 

and therefore the material's modulus. This work presents a follow-up study with two 

chemically identical but rheologically distinct IPN resin systems to further investigate the 

relationship between the chemical, structural, and rheological conversion throughout the 

curing process. We purposefully limited our scope to the primary network formation of 

these two IPN resins, eliminating any changes in 𝑔𝑔(𝜈𝜈) and 𝐼𝐼𝑅𝑅(𝜈𝜈) associated with the non-

isothermal nature of the secondary network formation.    

4.3 Experimental Methods and Procedures 

4.3.1 Resin Formulation 

For this study, we chose to use a dual-cure methacrylate-epoxy IPN resin, which 

was prepared by combining commercially available methacrylate and epoxy/amine resin 

components. The epoxy/amine component was prepared from a diglycidyl ether of 

bisphenol A resin (EPON 828, Hexion) and a diethylmethylbenzenediamine resin 

(Epikure W, Hexion). The epoxy equivalent weight (EEW) for EPON 828 was 186.1 g/eq 

and the amine hydrogen equivalent weight (AHEW) of Epikure W was 44.6 g/eq. These 

components were formulated with 1:1 equivalents of epoxide to amine hydrogen. Phenyl 
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methacrylate (inhibited with 100 ppm of hydroquinone, Scientific Polymer Products), 

bisphenol A glycerolate dimethacrylate (BisGMA, Esstech), and the epoxy/amine were 

formulated based on 1:0.5:0.5 molar equivalents, respectively. Diphenyl(2,4,6-

trimethylbenzoyl)phosphine oxide (TPO, >98 %, TCI America) was added as the 

photoinitiator at 2 wt% based on the total resin, see Figure 35. This resin formulation is 

denoted as PBE-unfilled. A second formulation was produced based on the procedure 

originally developed for direct ink write printability by Lehman-Chong with the addition 

of 4 wt% carboxyl terminated butadiene nitrile rubber (CTBN, 10 % acrylonitrile, 2.47 % 

carboxyl, approx. MW 19,000 g/mol, Scientific Polymer Products Inc.) and 7 wt% fumed 

silica (Aerosil 200, Spectrum Chemical Mfg Corp.) [159]. This resin formulation is 

denoted as PBE-filled. All resin formulations were mixed with an ARE-310 planetary 

mixer (Thinky) programmed for 10 min at 2000 rpm to mix and 5 min at 2200 rpm to 

defoam. This mixing cycle was repeated until all components were fully dispersed 

homogenously (2-3 cycles).  
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Figure 35. Components of PBE resin formulation. 

 

4.3.2 Raman Measurements  

After mixing, the resin was applied onto a 4 × 6 × 0.020 in3 steel test panel and 

spread with an adjustable film coater set to a thickness of 500 μm for PBE-unfilled and 

300 μm for PBE-filled. The layer thicknesses were chosen to not exceed the penetration 

depth of the illumination source. A 25 × 25 × 0.15 mm3 glass cover slip was then placed 

on top of the resin to mitigate oxygen inhibition at the surface, and the excess resin was 

removed. Light from an Omnicure Series 2000 high-power mercury vapor source 

(Excelitas Technologies) was passed through a 365-nm bandpass filter, fiber-coupled to a 

large core "light pipe," and then collimated directly above the sample platform to allow 

for relatively uniform illumination of the resins. The Raman scattering measurements 

were done with a 785-nm CleanLine laser and TR-PROBE from Coherent Inc. with a 
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37.5-mm focal length aspheric lens for both excitation and collection. The scattered light 

was then fiber-coupled directly into an EAGLE Raman-S (Ibsen Photonics) high-

throughput transmission (f/1.6) spectrograph. Raman scattered light was collected with a 

deep depleted back-illuminated thermoelectrically cooled (-60 oC) CCD camera (Andor 

Instruments) with a 950-ms integration time. The UV illumination intensity was 

controlled by a combination of lamp settings and adjustments to the height between the 

collimating lens and the sample platform, and the light intensities were measured with a 

Thorlabs power meter. 

4.3.3 Photorheology Measurements 

Photorheology was performed with a TA Instruments Discovery Hybrid Rheometer 

(Discovery HR-2) and the same 365-nm filtered fiber-coupled Omnicure S2000 light 

source. A geometry consisting of a disposable 20-mm diameter aluminum top plate and 

20-mm diameter acrylic bottom plate was used. The light intensity was calibrated with a 

CON-TROL-CURE® Silver Line radiometer (UV Process Supply, Inc.). Experiments 

were conditioned with axial force adjustment and conducted isothermally at 25 °C. 

Unless otherwise stated in the results and discussion, an oscillation method in fast 

sampling mode was used with a 0.3 % strain, 1.0 Hz frequency, and 10.0 μN·m torque, 

and the geometry gap was set to 100 μm. For each experiment, the sample first oscillated 

without UV irradiation, and then the lamp was turned on at 30 s to irradiate the sample 

for the remainder of the experiment.  
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4.4 Results and Discussion 

4.4.1 Initial Rheological Verification 

To verify the rheological differences between the two resin formulations we 

measured the initial loss and storage shear moduli, G″ and G′, respectively, of ten 

different samples of each formulation (Figure S1). The averaged value of  𝐺𝐺
′′

𝐺𝐺′
 was 

determined to be 92.2 ± 30.6 for the PBE-unfilled samples and 0.3 ± 0.1 for PBE-filled 

samples. Viscosity as a function of shear rate was also measured for PBE-unfilled and 

PBE-filled samples with a 1° 20-mm cone and plate geometry with a 30-µm gap at 25 °C. 

The shear rate was increased logarithmically from 0.001 to 1000 Hz and then decreased 

from 1000 to 0.001 Hz. As shown in Figure 36, the PBE-unfilled resin displayed 

Newtonian behavior between 0.1 and 1000 Hz with an average viscosity of 1.3 ± 0.1 

Pa·s, while the PBE-filled resin displayed non-Newtonian shear thinning with average 

viscosities of 4.4 kPa·s at 0.1 Hz and 4.8 Pa·s at 1000 Hz. The rheological behavior of 

both resins is consistent with expectations based on the previous reports for a similar 

resin formulation [159]. 
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Figure 36. Storage modulus 𝐺𝐺′ (blue circles), loss modulus 𝐺𝐺′′ (blue squares), and 𝐺𝐺
′′

𝐺𝐺′
 

(orange dashes) for ten different measurements of (a) PBE-unfilled  and (b) PBE-filled. 

 

 

Figure 37. Viscosity as a function of shear rate for PBE-unfilled (blue) and PBE-filled 

(orange). 
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4.4.2 Raman Cure Kinetics 

Raman measurements were performed in triplicate for each resin system during 1-

h cures at four different illumination intensities. All Raman spectra were analyzed with 

custom MATLAB code which included an adaptive, iteratively reweighted, Penalized 

Least Squares algorithm for baseline correction for data in the chemical fingerprint 

region. No baseline correction was utilized in the structural region. Anomalous spikes in 

the spectra due to cosmic rays were removed with a custom 6-sigma algorithm.  

The conversion α was calculated from Equation 39. For structural “conversion”, 

α = α𝑠𝑠 and the variable and reference peaks selected were the peak (~14 cm-1) and 

shoulder (~85 cm-1) of the disorder band, respectively [158]. For chemical kinetics, α =

α𝑐𝑐 and the variable and reference peaks were the aromatic CCH quadrant stretch (~1605 

cm-1) and the C=C stretch (~1637 cm-1), respectively [90]. All integrated intensities were 

determined with bounds of ±7 cm-1 of the line center. Example spectra are shown in 

Figure 38. 
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Figure 38. Representative Raman spectra of PBE-unfilled pre (blue) and post (orange) 

UV cure, with (a) showing the low-frequency structural region, and (b) showing the 

chemical fingerprint region. 

 

The averaged conversion curves for each illumination intensity are shown in 

Figure 39. The chemical-to-structural proportionality constant c, defined as the mean of  

𝛼𝛼𝑐𝑐
𝛼𝛼𝑠𝑠

  from 100 s to 3600 s, is tabulated for all eight measurements in Table 5. For the PBE-

unfilled resin system, c was relatively stable regardless of illumination intensity and is 

consistent with the previously reported value 𝑐𝑐 =  1.98 ±  0.02 [158]. For the PBE-filled 

resin system, c ranged from 2.40 to 2.60 trending upward as the illumination intensity 

was decreased. The overall increase in c is likely due to the addition of the non-reactive 
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modulus of the material. Additionally, while 𝛼𝛼𝑠𝑠 and 𝛼𝛼𝑐𝑐 are proportional to each other 

during most of the cure, there is a noticeable decrease in 𝛼𝛼𝑠𝑠 during the initial inhibition 

time of the PBE-filled resin (Figure 2d). This deviation, which was similarly reported I 

the previous chapter for thermally cured epoxy resin systems [158], is not present in 𝛼𝛼𝑐𝑐 

for the PBE-filled resin nor in 𝛼𝛼𝑠𝑠 and 𝛼𝛼𝑐𝑐 of the PBE-unfilled resin.   

 

 

Figure 39. PBE-unfilled (a)  chemical and (b) structural conversion kinetics. PBE-filled 

(c) chemical and (d) structural conversion kinetics. Insets show the first 100 s of the cure. 
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Table 5  

Chemical to Structural Conversion Proportionality Constant c for PBE-Unfilled and 

PBE-Filled at Various Illumination Intensities 

Intensity (mW/cm2) 1.00 0.75 0.50 0.20 

PBE-unfilled 1.99 ± 0.03 1.97 ± 0.03 1.98 ± 0.04 1.94 ± 0.05 

PBE-filled 2.40 ± 0.06 2.40 ± 0.06 2.45 ± 0.07 2.60 ± 0.14 

 

4.4.3 Photorheological Analysis 

We performed photorheology on both resin systems at each illumination intensity 

for 1 h (Figures 40 and 41). Figure 41c shows that 𝐺𝐺′ remains constant prior to activation 

for the PBE-unfilled resin, whereas Figure 41d shows a dip in 𝐺𝐺′ of the PBE-filled resin 

prior to activation for all four measurements. These results correlate with the magnitude 

of the normalized disorder band observed in the low-frequency Raman spectrum and 

confirm our hypothesis about softening. We attribute this softening to additional 

absorbance of the illumination lamp by the fillers, which in return warms the sample 

prior to the activation of the polymerization process.   
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Figure 40. Storage modulus 𝐺𝐺′ (blue), loss modulus 𝐺𝐺′′ (orange) for PBE-unfilled at 1.00 

mW/cm2 (a), 0.75 mW/cm2 (b), 0.50 mW/cm2 (e), and  0.20 mW/cm2 (d),  and PBE-filled 

at 1.00 mW/cm2 (e), 0.75 mW/cm2 (f), 0.50 mW/cm2 (g), and  0.20 mW/cm2 (h). 
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Figure 41. Structural conversion kinetics 𝛼𝛼𝑠𝑠 for (a) PBE-unfilled and (b) PBE-filled 

during the first 100-s of cure. Storage modulus 𝐺𝐺′ for (c) PBE-unfilled and (d) PBE-filled 

during the first 100 s of cure. 

 

4.4.4 Cure Kinetics Master Curves 

Next, we utilized the methodology previously developed by Tu et al. [131] to 

generate a master cure kinetics curve for each resin system. We used a phenomenological 

free radical polymerization reaction rate equation 

 𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

= 𝐼𝐼𝐸𝐸𝜔𝜔𝑘𝑘(𝛼𝛼𝑢𝑢 − 𝛼𝛼)𝑛𝑛  (42) 

where 𝐼𝐼𝐸𝐸is the illumination intensity, 𝑘𝑘 the reaction rate constant, 𝑛𝑛 the reaction order, 

and 𝛼𝛼𝑢𝑢 the ultimate conversion. The exponential factor 𝜔𝜔 is known as the dose rate 
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dependency, which relates to the radical termination mechanism with 𝜔𝜔 = 0.5 correlating 

to bimolecular termination and 𝜔𝜔 = 1 correlating to unimolecular termination [146]. 

 To determine 𝜔𝜔 we used the logarithmic form of Equation 42, 

 ln𝑅𝑅𝑝𝑝 = 𝜔𝜔 ln 𝐼𝐼 + ln 𝜅𝜅  (43) 

where 𝑅𝑅𝑝𝑝 = 𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

 and 𝜅𝜅 =  𝑘𝑘(𝛼𝛼𝑢𝑢 − 𝛼𝛼)𝑛𝑛. The kinetic constants for each illumination 

intensity were determined by first removing the initial oxygen inhibition time from each 

conversion curve and fitting to the integrated form of Equation 3 with linear least squares 

regression independent of dose rate. For the chemical kinetics 𝛼𝛼 = 𝛼𝛼𝑐𝑐 and for the 

structural kinetics 𝛼𝛼 = 𝑐𝑐 𝛼𝛼𝑠𝑠. The data were also fit to a rational polynomial with the 

default nonlinear least squares method in the MATLAB curve fitting toolbox and 

symbolically differentiated to determine 𝑅𝑅𝑝𝑝. The rational fit for both resins systems used 

a 5th order numerator with a 5th order or 4th order denominator for PBE-unfilled and PBE-

filled resins, respectively. 𝑅𝑅𝑝𝑝 was then plotted against 𝛼𝛼 and fit with a spline function to 

enable the determination of 𝜔𝜔 as a function of 𝛼𝛼. The mean value of 𝜔𝜔 was then used to 

rescale conversion as a function of effective dose 𝐼𝐼𝜔𝜔𝑡𝑡. This allows for all conversion 

curves from each light intensity to be superimposed onto one master curve, which can 

then be fitted to Equation 43 to determine the kinetic constants for the master curve. The 

results of this procedure are shown in Figures 42 and 43 for PBE-unfilled chemical and 

structural kinetics, respectively, and Figures 44 and 45 for PBE-filled chemical and 

structural kinetics, respectively. It should be noted that in the case of PBE-filled 

structural kinetics, the initial dip in the structural conversion leads to an ambiguity in 
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defining the end of the inhibition time. We chose to use the zero crossing to avoid 

negative conversion values and to maintain consistency with the other curves.   

 

  

Figure 42. (a) PBE-unfilled 𝛼𝛼𝑐𝑐 shifted to remove inhibition time with inset showing the 

first 100 s of the reaction, (b) 𝑅𝑅𝑝𝑝 as a function of 𝛼𝛼𝑐𝑐, (c) calculated 𝜔𝜔 as a function of 𝛼𝛼𝑐𝑐, 

and (d) master curve with fit parameters. 
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Figure 43. (a) PBE-unfilled 𝑐𝑐 𝛼𝛼𝑠𝑠 shifted to remove inhibition time with inset showing the 

first 100 s of the reaction, (b) 𝑅𝑅𝑝𝑝 as a function of 𝛼𝛼𝑐𝑐, (c) calculated 𝜔𝜔 as a function of 𝛼𝛼𝑐𝑐, 

and (d) master curve with fit parameters and sum square error, SSE. 
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Figure 44. (a) PBE-filled 𝛼𝛼𝑐𝑐 shifted to remove inhibition time with inset showing the first 

100 s of the reaction, (b) 𝑅𝑅𝑝𝑝 as a function of 𝛼𝛼𝑐𝑐, (c) calculated 𝜔𝜔 as a function of 𝛼𝛼𝑐𝑐, and 

(d) master curve with fit parameters. 
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Figure 45. (a) PBE-filled 𝑐𝑐 𝛼𝛼𝑠𝑠 shifted to remove inhibition time with inset showing the first 

100 s of the reaction, (b) 𝑅𝑅𝑝𝑝 as a function of 𝛼𝛼𝑐𝑐, (c) calculated 𝜔𝜔 as a function of 𝛼𝛼𝑐𝑐, and 

(d) master curve with fit parameters. 
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noise, it was far more pronounced in the chemical region which propagated more error 

into the 𝑅𝑅𝑝𝑝, increasing the uncertainty in 𝜔𝜔 and the SSE for the chemical kinetics fit.   

 

Table 6  

Master Curve Fit Parameters for PBE-Unfilled and PBE-Filled Resins 

Resin Kinetics Type ω αu k n SSE 

PBE-unfilled 
Chemical 0.66±0.11 0.78 0.02 1.99 4.58 

Structural 0.61±0.12 0.77 0.01 1.76 4.22 

PBE-filled 
Chemical 0.68±0.21 0.95 0.04 2.44 8.07 

Structural 0.61±0.13 0.98 0.03 2.59 2.50 

 

 

In general, 𝜔𝜔 trended upward throughout the cure process (see Figures 42c, 43c, 

44c, and 45c). This is consistent with a high degree of bimolecular termination in the 

early stages of cure due to the low viscosity and high chain mobility, switching to 

unimolecular termination as the material vitrifies into a glassy state, reducing the 

likelihood of unterminated chains finding each other. The PBE-filled resin system 

exhibits a roughly 2.5× increase in 𝑅𝑅𝑝𝑝 when compared to that of the PBE-unfilled resin 

system (see Figures 42b, 43b, 44b, and 45b) which is reflected in the accompanying 
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increase in both 𝑘𝑘 and 𝑛𝑛. It should be noted that there is no apparent shift in the gel point 

(maximum of 𝑅𝑅𝑝𝑝). This is consistent with the percolation threshold definition of gel point 

which is purely dependent on monomer functionality [22]. The increased reaction rate of 

the PBE-filled resin system also correlates with a stark increase in 𝛼𝛼𝑢𝑢 by 17% according 

to the chemical kinetics and 21% according to the structural kinetics, suggesting that the 

fumed silica and CTBN fillers are plasticizing the resin and delaying vitrification of the 

glassy network which allows for higher monomer diffusion.  

4.4.4 Parametric Analysis of Modulus vs. Conversion 

Lastly, we analyzed the modulus as a function of 𝛼𝛼 to better understand the 

parametric relationship between 𝛼𝛼𝑐𝑐, 𝛼𝛼𝑠𝑠, and 𝐺𝐺′. The impact of extent of cure on 

viscoelastic properties has been of great interest in recent years, and models have been 

developed for modulus as a function of 𝛼𝛼 based on both observations and first principles 

[20, 26, 145, 160-164]. Aldridge et al. used simultaneous stimulated Brillouin scattering 

and chemical fingerprint Raman spectroscopy to develop a comprehensive rate equation 

for longitudinal storage modulus 𝑀𝑀′ as a function of both 𝛼𝛼 and 𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

 [160]. O’Brien et al. 

took a first principles approach by using a Prony series expansion of the Kohlrausch-

Williams-Watts function to develop a model for both 𝐺𝐺 and Young’s modulus 𝐸𝐸 as a 

function of extent of cure, experimentally verifying their results for an epoxy resin 

system using a combination of DSC, rheology, and dynamic mechanical analysis [20]. 

More recently, Wang et al. have built on the work of O’Brien et al. by demonstrating that 

𝐸𝐸 can be modeled as a simple exponential function of 𝛼𝛼 for a photopolymerizable 

acrylate resin system [162].  



117 
 

Patil et al. recently published a methodology for using molecular dynamics to 

predict mechanical properties of a resin as a function of 𝛼𝛼 [164]. In their work they took 

the relatively simplistic approach of observing that the storage modulus varied 

sigmoidally as a function of 𝛼𝛼. O’Brien et al. utilized a similar approach when they 

empirically defined the first term in their Prony series model for the equilibrium shear 

modulus using a similar sigmoidal function [20]. For this study, we used the empirical 

approach of modeling 𝐺𝐺′ as a sigmoidal function, where the step change occurs as the 

resin vitrifies into the glassy state. However, we did observe that a pure sigmoid was 

insufficient to properly fit the measured data, particularly at higher illumination 

intensities. We determined that the addition of a rate dependency term, 𝐺𝐺𝜚𝜚′ = Υ𝛼𝛼𝜚𝜚, was 

needed where Υ is the rate constant and 𝜚𝜚 is the rate order. For our current dataset we saw 

minimal improvements in the SSE values for fits with 𝜚𝜚 > 1, therefore deciding on the 

following model 

 𝐺𝐺′(𝛼𝛼) = 𝑎𝑎ℒ �
𝛼𝛼 − 𝛼𝛼𝑔𝑔
𝑏𝑏

� + Υ𝛼𝛼 + 𝐺𝐺0′   (44) 

where 𝐺𝐺0′  is the initial storage modulus, 𝛼𝛼𝑔𝑔 is the extent of cure at which glass transition 

occurs, 𝑏𝑏 relates to the sharpness of the transition with 𝛼𝛼, 𝑎𝑎 relates to the ultimate storage 

modulus, and ℒ(x) the logistic sigmoid function defined as ℒ(𝑥𝑥) = (1 + 𝑒𝑒−𝑥𝑥)−1.  

Photorheology and cure kinetics data were corrected to remove oxygen inhibition 

and then fitted to Equation 47 with the default nonlinear least squares method in the 

MATLAB curve fitting toolbox. Figure 46 shows 𝐺𝐺′ versus 𝛼𝛼𝑐𝑐 for the PBE-unfilled resin 

at all four illumination intensities. In each case, Equation 44 provided fits with self-

consistent and physically realistic values for 𝛼𝛼𝑔𝑔 ranging from 0.62 to 0.68 and 𝑎𝑎 ranging 
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from 0.92 to 1.18 MPa. Interestingly, 𝛼𝛼𝑔𝑔 appears to be negatively correlated to 𝐼𝐼 

indicating that a faster cure rate results in a transition to the glassy state at a lower degree 

of polymerization, but this may be related to the kinetics of the polymerization versus 

timescale of the measurement. Figure 47 shows 𝐺𝐺′ versus 𝛼𝛼𝑠𝑠 for the PBE-unfilled at all 

four illumination intensities, which also fits well to Equation 44 and provides values of 

𝛼𝛼𝑔𝑔 between 0.31 and 0.36 similarly decreasing in value as 𝐼𝐼 increases, and values of 𝑎𝑎 

between 0.91 and 1.18 MPa. The ratios of the values of 𝛼𝛼𝑔𝑔 for the chemical kinetics to 

those of the structural kinetics results in 1.94 ± 0.04, consistent with the values of c in 

both previously published results [158] and Table 5. The values for 𝑏𝑏 and Υ appear to 

remain relatively consistent regardless of illumination intensity across both chemical and 

structural kinetics.  
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Figure 46. Shear modulus 𝐺𝐺′ vs chemical conversion 𝛼𝛼𝑐𝑐 for PBE-unfilled at (a) 0.2 

mW/cm2, (b) 0.5 mW/cm2, (c) 0.75 mW/cm2, and (d) 1 mW/cm2 illumination intensities.   
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Figure 47. Shear modulus 𝐺𝐺′ vs chemical structural 𝛼𝛼𝑠𝑠 for PBE-unfilled at (a) 0.2 mW/cm2, 

(b) 0.5 mW/cm2, (c) 0.75 mW/cm2, and (d) 1 mW/cm2 illumination intensities.   
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those of the structural kinetics results in 2.41 ± 0.08, consistent with the c values in 

Table 1. The values for 𝑏𝑏 are fairly consistent with those of the unfilled resin systems, but 

the values of Υ show a stark increase when compared to those of the PBE-unfilled resin. 

This is likely due to the non-Newtonian nature of the filled resin system, which could 

affect the evolution of the Poisson ratio throughout the cure, and therefore increase the 

deviation from the simple sigmoidal approximation. Interestingly, 𝛼𝛼𝑔𝑔 for the PBE-filled 

resin chemical conversion was significantly greater than 𝛼𝛼𝑔𝑔 for the PBE-unfilled, 

consistent with resin plasticization by the fillers. However, there does not appear to be a 

significant change in 𝛼𝛼𝑔𝑔 for the structural conversion. This appears to be because the final 

𝐺𝐺′ values are relatively consistent (within 1 MPa of each other) for both PBE-filled and 

PBE-unfilled as shown in Table 7. This further supports the theory that 𝛼𝛼𝑠𝑠 is a measure of 

the change in modulus, similar to how 𝛼𝛼𝑐𝑐 is a measure of the change in bond 

concentration.  
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Figure 48. Shear modulus 𝐺𝐺′ vs chemical conversion 𝛼𝛼𝑐𝑐 for PBE-filled at (a) 0.2 mW/cm2, 

(b) 0.5 mW/cm2, (c) 0.75 mW/cm2, and (d) 1 mW/cm2 illumination intensities.   
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Figure 49. Shear modulus 𝐺𝐺′ vs chemical structural 𝛼𝛼𝑠𝑠 for PBE-filled at (a) 0.2 mW/cm2, 

(b) 0.5 mW/cm2, (c) 0.75 mW/cm2, and (d) 1 mW/cm2 illumination intensities. 
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4.5 Conclusions 

By comparing two rheologically distinct but chemically similar resin 

formulations, we have been able to demonstrate a direct correlation between the 

structural conversion kinetics as determined by the normalized disorder band in the low-

frequency Raman spectrum and the change in modulus throughout the cure process. Not 

only does this serve to elucidate the cause of previously observed discrepancies between 

the structural and chemical conversion profiles, but through the development of a 

relatively simplistic model for modulus as a function of 𝛼𝛼 we have shown that both 𝛼𝛼𝑠𝑠 

and 𝛼𝛼𝑐𝑐 are related to 𝐺𝐺′. Additionally, we have demonstrated that despite the rheological 

differences between the two resin systems we were able to create conversion master 

curves as a function of effective dose providing self-consistent kinetic constants across 

both chemical (𝛼𝛼 =  𝛼𝛼𝑐𝑐) and structural (𝛼𝛼 = 𝑐𝑐 𝛼𝛼𝑠𝑠) conversion measurements. Although, it 

is important to note that if there is a transient dip in viscosity prior to activation, the 

resultant dip in 𝛼𝛼𝑠𝑠 can lead to a slight ambiguity in the determined oxygen inhibition 

time. However, other than a slight variance in 𝛼𝛼𝑢𝑢, this does not appear to affect the 

resultant master curve. The chemically agnostic nature and high signal-to-noise ratio 

already makes 𝛼𝛼𝑠𝑠 extremely desirable as a method of determining cure kinetics behavior 

of resins. The additional insight of the direct relationship between 𝛼𝛼𝑠𝑠 and the rheological 

properties not only illustrates the underlying physical phenomena behind the technique 

but has the potential to expand its usefulness for better understanding the structure-

property-processing relationships of a resin throughout its cure.   
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Chapter 5  

Conclusions and Recommendations for Future Work 

5.1 Conclusions 

 The aim of this work was to explore the possibilities for using a dual-VBG-based 

low-frequency Raman probe for in situ monitoring of structural kinetics in polymetric 

materials. As discussed in Chapter 1, the low-frequency Raman spectra of amorphous 

materials is directly related to the phonon density of states 𝑔𝑔(𝜈𝜈). In disordered solids and 

liquids 𝑔𝑔(𝜈𝜈) is dominated by two main features –  the Boson peak which depends on the 

speed of sound and the van Hove peak which is related to the size of the first Brillioun 

zone [63]. Therefore, we hypothesized that by normalizing the low-frequency Raman 

spectra of a polymer (which we named the disorder band) to its shoulder (van Hove peak) 

we could directly observe changes in confirmational entropy.   

In Chapter 2 we demonstrated the efficacy of this approach by measuring the 

glass transition temperature 𝑇𝑇𝑔𝑔 of three different polymers – polystyrene, PMMA, and 

PLA. In that chapter, we also developed a first-principles-based peak-fitting model which 

allowed us to differentiate the quasi-elastic Rayleigh scattering QERS from the Raman 

scatter. Using this model, we were able to isolate 𝑔𝑔(𝜈𝜈)
𝜈𝜈2

  for polystyrene and verify that the 

Boson peak position below 𝑇𝑇𝑔𝑔 was in agreement with previously reported values [99] and 

that the Boson peak blue shifted and increased in intensity above 𝑇𝑇𝑔𝑔.   

In Chapter 3 we demonstrated the ability to use the same technique to monitor 

polymerization extent of cure for a photocurable methacrylate resin, a thermally curable 

epoxy-amine resin, and a dual photo-thermal curable methacrylate/epoxy IPN resin. 

Using the normalized disorder band, we were able to produce “structural” conversion 𝛼𝛼𝑠𝑠 
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kinetic curves which were fitted to a phenomenological kinetics rate equation. We also 

used bands in the chemical fingerprint region of the spectra to generate chemical 

conversion 𝛼𝛼𝑐𝑐 kinetic curves and demonstrate that the two curves were linearly correlated 

by a proportionality constant 𝑐𝑐. We did however notice two discrepancies where the 

relationship between the chemical and structural conversion deviated. The first appears to 

be related to a transient softening of the epoxy-amine system prior to polymerization. The 

second was during the curing of the secondary network of the methacrylate/epoxy IPN, 

which we attributed to a delay between the onset of secondary network polymerization 

and increase in overall modulus of the material.   

In Chapter 4 we further investigated the relationship between 𝛼𝛼𝑠𝑠 and shear 

modulus 𝐺𝐺 by examining two chemically identical yet rheologically distinct resin 

formulations. We demonstrated that the rheologically modified resin systems which 

contained fumed silica and CTBN fillers experienced a transient dip in storage modulus 

𝐺𝐺′ prior to polymerization, which was also detected in 𝛼𝛼𝑠𝑠 but not in 𝛼𝛼𝑐𝑐. However, we 

demonstrated that regardless of this initial softening of the material we could still 

generate master cure kinetics curves with comparable kinetic constants using both the 

chemical and structural conversion methodologies. Additionally, we developed a semi-

empirical model for 𝐺𝐺′(𝛼𝛼) through parametric analysis of 𝛼𝛼𝑠𝑠, 𝛼𝛼𝑐𝑐 , and 𝐺𝐺′ during 

photopolymerization which has the potential to facilitate non-contact modulus 

characterization.  

The work of this dissertation clearly demonstrates the ability to use low-frequency 

Raman spectroscopy to monitor structural kinetics of polymers. As we will discuss in the 

next section, this methodology has the potential to expand the field of polymer science 
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and engineering through judicious use of confocal low-frequency Raman spectroscopy. 

Furthermore, since Raman spectroscopy is a laser-based technique, the methodologies 

demonstrated here have the potential to be integrated directly into polymer processing 

facilities as well as 3D printers to provide real time structural information.   

 

5.2 Recommendations for Future Work 

5.2.1 2D and 3D Mapping of Heterogeneous Materials  

The ability to utilize Raman spectroscopy to measure 𝑇𝑇𝑔𝑔 not only allows for non-

contact in situ analysis of materials as described in this dissertation, it also opens the door 

towards high-resolution mapping of 𝑇𝑇𝑔𝑔 in heterogeneous materials. Traditional methods 

for determining 𝑇𝑇𝑔𝑔, such as DMA and DSC, are bulk analysis techniques providing an 

average value for the whole material. In recent years, atomic force microscopy (AFM) 

has emerged as an excellent tool for producing nanoscale maps of viscoelastic properties. 

[165-169] However, there does not appear to be any literature regarding micron 

resolution mapping of 𝑇𝑇𝑔𝑔. While we exclusively focused on the use of a fiber optic 

Raman probe in this work, the same dual-VBG-based optical design can easily be 

incorporated into a Raman microscope as well.  The lateral resolution of a microscope 

can be approximated by the Rayleigh criterion, 𝑅𝑅 ≈ 0.61𝜆𝜆
𝑁𝑁𝑁𝑁

, where 𝑁𝑁𝑁𝑁 is the numerical 

aperture of the objective lens [170]. Therefore, one can easily produce hyperspectral 

Raman maps of a material with a resolution below 1 𝜇𝜇m. Furthermore, with a confocal 

pinhole, the depth of focus can similarly be reduced to ~1 𝜇𝜇m allowing for 3D 

hyperspectral Raman imaging of optically transparent materials.  
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By combining the methodology developed in Chapter 2 with a confocal Raman 

microscope equipped with dual-VBG-based filtration, we should be able to produce 2D 

and 3D 𝑇𝑇𝑔𝑔 maps to help explore the nano-to-meso-to-macroscale evolution of 𝑇𝑇𝑔𝑔 in 

heterogeneous materials. We may also be able to test the twinkling fractal theory of glass 

transition which hypothesizes that at 𝑇𝑇𝑔𝑔 various microdomains throughout the material 

rapidly fluctuate between the glassy and rubbery phases [171-173]. This high spatial 

resolution approach for measuring 𝑇𝑇𝑔𝑔 could also be particularly interesting for the 

analysis of micro- and nanofibers as well as polymer films, which are extremely difficult, 

if not impossible, to measure with traditional thermal characterization tools.  

 

5.2.2 Correlation of Structural Conversion and Viscoelasticity     

As discussed in Chapter 1 and demonstrated in Chapters 3 and 4, there is a direct 

link between the Boson peak and 𝐺𝐺 (transverse sound velocity). The semi-empirical 

model presented in Chapter 4 represents the first steps towards quantitatively exploring 

the relationship between 𝛼𝛼𝑠𝑠 and 𝐺𝐺. However, there is still considerable work to be done 

before ab initio viscoelastic analysis can be performed directly from low-frequency 

Raman spectra. There are several potential pathways that we envision for gaining a better 

understanding of the correlation between 𝛼𝛼𝑠𝑠 and viscoelasticity. The first is a traditional 

chemometrics approach whereby large numbers of Raman spectra with associated 

rheological values are fed into a cluster analysis or regression algorithm to develop a 

“black box” model for predicting viscoelasticity from a given spectral measurement. The 

second approach would be to further explore the fundamental physics underpinning 𝛼𝛼𝑠𝑠, 

𝛼𝛼𝑐𝑐, and 𝐺𝐺 to develop a first principles model with greater predictive power than the semi-
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empirical model developed in this work.  One particularly interesting avenue for better 

understanding the linear relationship between 𝛼𝛼𝑠𝑠 and 𝛼𝛼𝑐𝑐 is through the use of two-

dimensional correlation spectroscopy (2D-CORS). While 2D-CORS is most commonly 

used in nuclear magnetic resonance (NMR) spectroscopy, it has also been generalized by 

Noda et al. for use in vibrational spectroscopy [174]. This methodology would allow for 

both synchronous and asynchronous analysis of relationship of the peak and shoulder of 

the disorder band to the various chemical bands of interest. A third approach would be to 

explore the use of supervised, physics-informed machine learning; a methodology which 

effectively hybridizes the first two approaches. As discussed by Fujinuma et al. this 

approach allows for connecting machine learning directly with experiment rapidly 

improving the pace of discovery and reducing the overall data requirements for predictive 

models [175].  

      

5.2.3 Investigation of Anomalous anti-Stokes Behavior During Epoxy Cure 

As discussed in Chapter 1, at thermal equilibrium the intensity of the Stokes 

scattered light should always be greater than that of the anti-Stokes scattered light.  

However, during our investigation of epoxy polymerization kinetics (see Chapter 3), we 

observed  anomalous anti-Stokes Raman (AASR) behavior. Figure 50 shows a 

representative example of AASR while curing EPON 828 for 3 hours at 180 °C. To date, 

AASR has been observed as a result of coherent anti-Stokes Raman scattering (CARS) 

[176] as well as from phononic resonance [177], but to our knowledge there is no 

discussion in the literature regarding AASR during polymerization. We do not believe the 

observed AASR is due to CARS because of our collection geometry. Additionally, 
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CARS-induced AASR has been shown to be extremely sensitive to laser intensity, and 

based on our initial observations, the AASR does not appear to be correlated with laser 

power.  Phononic resonance due to an imbalance between bond breaking (phonon 

annihilation) and bond formation (phonon creation) may be responsible for vibrational 

energy level population inversion, which could explain the increased likelihood of anti-

Stokes scattering during polymerization. This initial hypothesis is supported by the fact 

that as seen in Figure 50b, the AASR is largest during the start of the cure, decreases 

rapidly after gelation, and eventually disappears after the material has vitrified into the 

glassy state.  

 

 

Figure 50. (a) Normalized low-frequency Raman spectra of EPON 828 cured at 180 °C for 

3-hours. (b) Integrated intensity of the anti-Stokes (solid blue) and Stokes (dashed blue) 

Raman scattering as a function of time during the cure, along with the difference between 

the two intensities (orange). 
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Alternatively, the observed AASR could also be explained from a purely entropic 

perspective whereby the entropy 𝑆𝑆 of the sample is decreasing as the internal energy 𝑈𝑈 is 

increasing. Assuming Boltzmann entropy where the number of states is defined on a 

phase-space hypersurface [178] and the entropy-energy-temperature relationship, 𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

= 1
𝑇𝑇
, 

a rapid decrease in 𝑆𝑆 and increase 𝑈𝑈 would result in a negative absolute temperature 

(NAT). Combining the NAT hypothesis with Equation 25 would result in 𝐼𝐼𝑆𝑆
𝐼𝐼𝐴𝐴𝐴𝐴

< 1 which 

is consistent with our preliminary observations. It is important to note that the phononic 

resonance and NAT hypotheses are not mutually exclusive and in fact may both represent 

two different ways of explaining the same phenomena.   

To test these hypotheses, we propose to first systematically evaluate the effects of 

varying both laser power and collection geometry to rule out CARS. We also propose to 

evaluate the effects of varying the cure temperature and therefore the reaction rate, as we 

would expect the AASR to be proportional to cure rate. Lastly, we would like to perform 

isothermal differential scanning calorimetry (iso-DSC) to determine the heat released 

during the cure. Since the heat flux in an insulator is directly related to the net phonon 

flux, we anticipate a direct correlation between the iso-DSC heat flow and the magnitude 

of the AASR.    
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