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Abstract

James M. Garofolo
MATRIX PROCESSING WITH PHOTONIC ANALOG COMPUTING

2023-2024
Ben Wu, Ph.D.

Master of Science in Electrical and Computer Engineering

In the digital age, a wide variety of engineering problems have been solved, to

a great deal of success, by digital computing techniques. The flexibility of software and

relatively low cost of digital computing hardware make it an ideal starting point for solv-

ing a majority of tasks, and the numerical stability of software solutions make it highly

appealing as the major workhorse for computational tasks. Despite this, many problems

are actually sub-optimally solved by digital methods, leading to systems with high latency,

low throughput, power hungry parallel processing units and an excess of memory for dis-

cretizing sensor inputs.

Computational photonic circuits are an emerging field of study which holds a

number of advantages over modern digital computations. Their high bandwidth allows for

the implementation of operations from basic arithmetic to frequency domain manipulation

at speeds and efficiencies that their electrical counterparts are unable to approach, while

still consuming less power per operation. This high bandwidth also enables parallelized

computations in the same waveguide through the use of Wavelength-Division Multiplexing.

Their analog nature allows for signal processing in continuous time, and eliminates the

cost, memory requirements and precision loss resulting from the need to digitize massive

amounts of data. This thesis will examine applications in which these circuits can provide

a more optimal solution to tasks traditionally handled by software, and propose circuit

architectures and control techniques that facilitate these more optimal solutions.
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Chapter 1

Introduction and Background

1.1 Motivation for Analog Computing

The rapid reconfigurability, high precision and deterministic operation of digi-

tal computing has caused a revolution of applied mathematics and engineering feats that

would not have been possible otherwise. Custom hardware algorithms[1], parallelized

processing[2], and in-memory or near-memory computing architectures [3] have pushed

the bounds of possibility further, making things possible like real-time signal processing,

computer vision, and autonomous driving. Though the advantages of digital computing

have lead to much advancement in the field of engineering, there are many applications for

which it is digital computers sub-optimally handle the necessary computations. This sub-

optimality has caused many to push for exploration of implementing certain computations

more efficiently and with higher performance using analog circuits.

One advantage of analog computation is the data rates and latencies it enables. Be-

cause signals travel through analog circuits at the rate of electron flow through wires, ana-

log circuits naturally have low latency in comparison to digital technologies which require

each logic stage to reach a quiescent state before signal begins to flow to the next stage[4].

In addition, the removal of the Nyquist limitation allows for much higher bandwidths of

operation, leading to much higher data rates[5]. These advantages enable well explored

concepts in digital computation to be deployed in analog to applications such as LiDAR

based object detection [6, 7, 8, 9], communication signal processing and interference man-

agement [10, 11, 12, 13], and autonomous robotic control [14, 15], which all require high

resolution data to be processed with low latency and increasingly high throughput in order

to ensure robust time-domain control.

Another large advantage of analog solutions to complex computational problems
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is the drastic reduction in hardware requirements, including both the number of devices

as well as the density of the wires themselves. Digital devices must use binary to en-

code numbers for processing, requiring busses of 64 wires and hundreds of transistors per

mathematical operation. Extending this to a process like signal processing, the task would

require an analog-to-digital converter that could satisfy the Nyquist requirements of the

signal being processed[1], along with enough memory to hold a digitized copy of the sig-

nal and kernel being used for filtering, a processor fast enough to implement each of the

multiply-accumulate operations in the vector product before the next time sample needs

to enter the system, and a digital-to-analog converter to reproduce the modified signal if

necessary for the application. By contrast, analog circuits only require a single wire to

represent a signal amplitude with respect to ground, and can implement a wide array of fre-

quency domain functions with a handful of carefully selected components, or occasionally

nothing but PCB traces [16]. With recent pushes toward configurability in analog, these

elegant frequency domain solutions have even been demonstrated to be programmable[17],

significantly narrowing the gap in capability between digital and analog signal processing

solutions. This advantage scales particularly well with large data tasks like matrix/tensor

operations, as the smaller footprint per operation allows a greater number of operations to

be implemented with parallel hardware.

One advantage of analog computing that is easily overlooked is the numerical

precision of the computing paradigm in comparison to digital. Because digital computa-

tions are relatively immune to the thermal and shot noises and electromagnetic interference

which commonly affect analog circuits, they are commonly thought to be more robust in

terms of computational precision. That said, in order to discretize a signal, digital com-

puters have to reduce the infinitely resolute continuous amplitude space to a set of discrete

points, moving intermediate values to the closest representable point[5]. This effectively

adds noise to the measurement, decaying the precision with which mathematical operations

can be performed. In addition, when performing iterative numerical analysis, for exam-
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ple optimizing an objective function with gradient descent or approximating a differential

equation with Euler’s method, steps can only be taken in discrete intervals, incurring some

approximation error due to the violated assumption of derivative information generalizing

beyond the point of inference, with the error scaling strongly with the size of the discrete

steps taken [18]. By performing computations in both continuous time and amplitude, in-

curred errors due to discretization are eliminated. If the analog system performing a given

computation can be thoroughly electromagnetically isolated and sufficiently noise free, the

decision to use it over digital will lead to a more numerically stable solution than digital

computation can manage.

1.2 Mechanisms for Analog Matrix Processing

1.2.1 Vector Multiplication

An essential operation for matrix and tensor processing is the parallel multiplica-

tion of vectors and other scalars, vectors or matrices. This operation contributes a majority

of the time complexity of many common tasks like signal filtration and neural network in-

ference. Digital multiplication increases in worst-case delay path length, and thus latency,

linearly with respect to the number of bits in the operands, making it a very expensive

operation[4]. In addition, without multi-threading or specialized hardware, digital mul-

tiplications would need to be done sequentially, which wastes unnecessary time with the

highly parallel operation that is vector multiplication. By contrast, single-quadrant analog

multiplication can be done using a single resistive element, and many can be performed

at once without any loss of generality by simply adding the elements in parallel. In this

paradigm, the conductance of the resistive element acts as the weight to be multiplied, the

voltage input is taken to be the other operand, and the resulting product is represented as

an electrical current flowing toward the negative power rail. [19, 20, 21, 22]

The key to analog multiplication is designing a circuit element whose conduc-

tance can be tuned reliably and repeatedly, such that they can be used to load operands
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and perform the proposed operation continually as a co-processor, rather than requiring

a new application specific integrated circuit for every new operation that must be imple-

mented. Fortunately, it is common in modern applications of linear algebra for one set of

operands to change much more slowly than others, so it is not necessary to be able to mod-

ulate these tunable resistive elements at high frequencies. Observing this pattern, many

designers choose to prioritize non-volatility in their resistive elements of choice, adding

the benefits of in-memory computing to their architectures. Common resistive elements

include phase-change crystalline cells which change resistance in response to power dis-

sipation[21], memristors which increase or decrease in resistance in response to the bias

direction of high voltage programming pulses[23, 19], charge trap transistors which re-

move charges from the conduction channel of the transistor structure in response to high

gate voltage[22], and floating gate MOS transistors which store charges tunneled through

the gate oxide in a floating gate to slightly bias the transistor with or without any gate

voltage applied[20]. These programmable elements, each with their own advantages and

drawbacks, enable the massively parallel vector weighting of voltage inputs in many analog

computing paradigms.

Designing analog vector multipliers with photonic circuits is a bit more in depth,

due to the difference in signal medium. Electrical voltage makes an excellent candidate for

a medium with which to supply a scalar-vector multiplier with its scalar input because it

is commonly safe to assume that voltage remains constant within the same electrical node

at low frequencies with small electrical nodes. By contrast, optical power is subject to

loss throughout the transmission medium, including both absorption by the medium itself

as well as leakage from the surrounding cladding[24]. In addition, as optical power is

distributed over the surface plane orthogonal to the direction of travel, any splits in the

signal path will cause only a portion of the optical power to follow each signal path. Due

to this, it is necessary to fan optical signals out into the desired number of inputs before

weighting using optical power splitters that are designed to achieve the desired ratio of
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power passed on to each branch. This method of distributing optical power works well

with Mach-Zehnder interferometer based weights, as splitters and combiners can easily

be converted to Mach-Zehnder elements in integrated photonics by adding an electrically

modulated phase shift element. Using triangle decomposition, a mesh of interferometers

can be created to perform arbitrary matrix multiplications using optical powers of the same

wavelength as inputs [25].

One downside of the Mach-Zehnder interferometer mesh method of weighing op-

tical signals is that the interferometry operation is highly wavelength dependent. Tunable

optical delay elements implement a time delay invariant of the input wavelength, meaning

that a half-wave shift for one wavelength would equate to a quarter-wave shift with double

that wavelength. The attenuation operation of Mach-Zehnder interferometers is based on

the phase shift introduced in the test path, so using wavelength division multiplexing with

interferometer weights would produce a variety of attenuation constants that could vary

anywhere between 1 and 0 based on the wavelength being used to carry the signal[24].

While the wavelength dependence of interferometry is a limiting factor of Mach-Zehnder

based matrix processors, there is another technique for photonic signal weighing which

actually uses wavelength dependent interferometry to its advantage. Microring resonators

are an interferometer structure which guides incoming light into a circular pattern, forcing

it to interfere with itself. The geometry of these devices is shown in Figure 1a. In this

figure, the resonator has both ports connected to output waveguides, feeding the excitatory

and inhibitory inputs of a balanced photodetector. This creates a two-quadrant multiplier

which is capable of implementing any weight on the interval (-1, 1), though single quad-

rant multipliers can be implemented just as easily by terminating either port with an ideal

absorber and taking the other as the output.
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Figure 1

Geometry, Nomenclature and Behavior of a Microring Resonator

In this operation, the majority of wavelengths experience destructive interference

as they traverse the ring, leading to negligible total optical power being transmitted by it.

On-resonance wavelengths, however, will travel around the circle in an integer number

of wave cycles, fully overlapping themselves and transferring power through the ring to

another port while critically destructively interfering with light that has passed by the res-

onator structure. The equations that describe the port interactions of this structure are as

follows

TT hru =
(ar)2 −2r2acos(φ)+ r2

(ar)2 −2r2acos(φ)+(r2a)2 (1)

TDrop =

(
1− r2)2 a

(ar)2 −2r2acos(φ)+(r2a)2 (2)

where TT hru and TDrop are the attenuation coefficients applied to the input signal upon

transfer to the Thru and Drop ports respectively, r is the self-coupling coefficient for the
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resonator, a is the insertion loss of the structure, and φ encodes the ratio of the input wave-

length to the on-resonance wavelength of the resonator. This ratio can be expressed as:

φ =
4π2dne f f

λ
(3)

where d is the diameter of the resonator, ne f f is the effective index of refraction between

the waveguide and the surrounding cladding, and λ is the wavelength of the input light

[26]. The ideal transfer curves with respect to input wavelength for a lossless resonator

multiplier in the Thru-Drop configuration are shown in Figure 1b. This peak-valley pattern

repeats as wavelength continues in either end, forming a plurality of resonance points: for

example, a ring with a resonance point at 1000nm would also have a resonance point at

500nm. Critical to this design is the fact that the thru port transfer constant is close to 1

for wavelengths sufficiently far from the on-resonance wavelength. This allows the res-

onator to weigh signals of a certain wavelength while leaving others relatively unchanged,

enabling a wavelength-division-multiplexed array of inputs to be individually weighed by

a bank of microring resonators stacked next to one another with their thru and drop ports

cascaded together. This scalability is constrained by the spectral distance between reso-

nance points of a given resonator, as the ring’s ability to represent all weight values will

be hindered by an overlap between its optical spectral response and that of a neighboring

ring[26, 27]. These devices can be tuned to apply a desired weight to a given wavelength by

changing the resonance point of the ring. This can be done by either heating the waveguide

to change the refractive index, or by modulating it with a P-type-Insulator-N-type diode

junction in reverse bias[28, 29]. Alternatively, the resonance point can be left constant,

and the resonator can be used only for its wavelength-division-demultiplexing behaviors

by adding a tunable attenuator element like a germanium antimony tellurium crystal in the

ring structure to variably decrease the on-resonance wavelength interference[27]. This al-

lows for a higher density of rings in the weight bank, though this technique tends to suffer

7



from a loss of precision as phase change crystals tend to be imprecise to program. This

type of architecture is illustrated in Figure 2.

Figure 2

Arrangement of Phase-Change Material Based Ring Resonator Weight Bank[27, 30]

1.2.2 Kirchoff Current Summation

Along with multiplication, matrix processors must be able to perform many-variable

additions. This is the ”accumulate” operation referred to by the phrase ”multiply-and-

accumulate” used to describe a vector-vector multiplication operation. This is an operation

that can become painfully sequential on a CPU, as each addition result must be stored back

in memory before being recalled as one of the operands in the next. Digital hardware accel-

erators can make this operation somewhat more efficient by funneling the additions down

two by two in parallel, but the process remains somewhat sequential due to the fact that ad-

dition is not easily implemented with more than two operands at once in digital. This limi-

tation makes analog an especially appealing alternative for many-variable accumulation, as
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Kircoff’s current law provides a mechanism for fully parallelized analog addition[31].

In both the electronic and photonic cases discussed in the previous section, output

signals from analog multiplications were represented as current signals, either produced

from a voltage being placed across a tunable resistive element, or from a photodiode ex-

periencing stimulated absorption. With the desired products encoded in this medium, ac-

cumulating them is as simple as forcing them to use the same path to ground. Once the

currents are accumulated in the same path, they can be duplicated and scaled using current

mirror structures[32], or converted back to voltage signals using transimpedance ampli-

fiers where they can be buffered or sampled for further use elsewhere[33, 34]. For neural

network operations which require a nonlinearity, output currents can also be modified us-

ing diodes to imitate rectified linear units, winner-take-all transistor circuits to perform a

comparison operation similar to softmax[35], or microring modulators to imitate a sigmoid

nonlinearity[36].

Using balanced photodetectors to generate currents from wavelength-division mul-

tiplexed optical powers automatically produces the accumulated output for all of the inputs

supplied. Unlike electrical matrix processor output currents, which tend to be electrically

short-wave, these currents tend to be in higher frequency bands, meaning they are subject

to reflected power if their load impedance is mismatched. For this reason, it is common to

terminate current nodes in transimpedance amplifiers with characteristic input impedances

regardless of any future operations that need to be performed on the current. If the number

of inputs represented by a single dot product engine is sufficient to perform the desired

operation, no further modification is necessary, but if a larger operation must be performed,

parallel engines can be used to create intermediate output voltages which can be Kirchoff-

summed using resistors of equal value.[26]
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1.2.3 Common Architectures

Given the convenience of parallel weighting and current summation for voltage

signals, a naturally emerging architecture that leverages these techniques is the crossbar

vector-matrix-multiplier circuit[37, 23]. This architecture implements parallel vector mul-

tiplications by connecting the input voltages to the same output node using tunable resistive

elements, as illustrated in Figure 3. In cases of two-terminal devices like memristors, it is

common to attempt integrating them vertically, allowing them to act as tunably resistive

vias to connect neighboring layers of metal and reducing the footprint limit of the architec-

ture to the minimum spacing allowed by the design rules of the process. This architecture

also closely resembles a routing junction, inspiring modern analog designers to implement

matrix-vector multiplier circuits in the routing of a larger programmable analog array[38].

Crossbar architectures have also been implemented in photonics with tunable optical at-

tenuators[39], though they are less common due to the lower precision of fiber-embedded

tunable attenuators and the difficulty of integrating precision power splitters with a ratio

other than 1:2.
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Figure 3

Illustration of a Crossbar Matrix Vector Multiplier[37, 23, 39]

With the benefits of wavelength division multiplexing, photonic computers can

encode all of the desired inputs in the same waveguide, rather than requiring separate wires

for each input. Multiplexed inputs are demultiplexed and weighed by ring resonators tuned

to each wavelength, summed by Kirchoff’s law in a balanced photodetector circuit, and

converted back to voltage for sampling and/or further processing in analog[40]. In this

paradigm, physically separated transmission media are used to parallelize the processing of

a given input or set of inputs, rather than to add more inputs to be processed in parallel[29].

This method of parallel processing can be used to implement full matrix vector multipliers,

though it is especially adept at performing 2d convolution operations as the input data can

change much more quickly than the weights[26, 28]. A common architecture that performs

this operation with the support of digital electronic control circuitry is depicted in Figure 4.

This architecture is referred to by its inventors as a Digital Electronic and Analog Photonic,
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or DEAP, tensor processor.

Figure 4

Schematic of a Digital Electronic and Analog Photonic Tensor Processor[26], Performing
an n-by-m Vector-Vector Multiplication

1.3 Analog Technologies in Industry

Due to the emergence of neural networks and artificial intelligence in industry,

analog matrix processors have found a great deal of success in accelerating machine learn-

ing algorithms at the edge. One of the first companies to find success in industry with

this technology is Mythic AI[41]. This company uses charge trap transistors to both store

neural network weights and apply them to voltage inputs during runtime, sampling the re-

sulting signals with analog-to-digital converters to store the results back into memory to

avoid noise cascading. Their tensor processors act as co-processors for computer systems,
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similar to modern GPUs. The improvements their products provide to the speed and power

efficiency of neural network inference allows for a variety of methods to be available at the

edge, and their recent ventures have been focused on improving the viability of generative

AI algorithms.

Okika technologies takes the concept of analog function accelerators further by

implementing a full analog instruction set which can be used to make a datapath[42].

Inspired by the success of field-programmable gate arrays, these circuits are commonly

referred to as field-programmable analog arrays. The available analog function block set

includes blocks as abstract as arbitrary frequency filters, as well as those as low level as sin-

gle transistors. This allows designers to effectively create custom analog integrated circuits

using only software, and reconfigure them as necessary without having to fabricate a new

design. The current state of the art field-programmable analog arrays still require the use

of sampling and reproduction to allow functions to generalize to non-sequential data paths,

but their voltage storage cells are implemented in analog, allowing for some of the numer-

ical stability of continuous processing to be preserved. Their currently available products

include a stand-alone development board and a Raspberry Pi hat, and ongoing efforts are

being made to bring full mixed-signal systems-on-chips to the consumer market.

Another company that has found industry success in analog computer design is

Aspinity. Unlike the previous two companies, Aspinity’s AML100 analog processor im-

plements a fully analog datapath, including feature extractors, multi-layer perceptrons, and

winner-take-all classifiers, only resorting to digital circuitry to provide control signals and

programming interfaces. This grants the processor the full range of benefits associated

with analog computing, including low latency, high speed, numerical stability, and, thanks

to the sub-threshold operation of their MOSFET devices, a power demand on the order of

microamps. This drastically lower power consumption makes the AML100 ideal for sensor

systems that are always on, such as voice detection and recognition[43] as well as object

detection with sonar sensors in vehicles[44].
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Due to the relative immaturity of integrated photonic computing technologies

compared to electronic computing, most advanced photonic tensor processors are rele-

gated to research ventures and military applications; however, some companies have imple-

mented photonic computing technologies during research and development with the intent

to leverage them commercially in the future. The most promising company in the business

of analog photonic computing is IBM, as they have made several strides in the field of in-

memory photonic matrix processing with phase-change material cells[45]. These emerging

circuits show promise for a variety of applications, especially as general purpose photonic

integrated circuits rise into prevalence in industry. While companies like IBM research

emerging applications of photonic integrated circuits, manufacturers like GlobalFoundries

are expanding their stake in integrated photonics by unveiling new processes for chip de-

signers to use[46]. Unveiled in 2022, GF’s ”Fotonix” silicon photonics platform targets

a wide variety of already prevalent applications, such as telecommunications and optical

fiber interconnect, while enabling external designers to pursue the emerging methods that

make photonics such a promising computing paradigm.

1.4 Advantages of Photonics

Despite its relative immaturity, integrated photonics presents a number of unique

advantages that differentiate the technology from electronic analog computing. Primary

among these advantages is the high modulation speed possible with integrated photonics.

With modulator bandwidths commonly spanning into the gigahertz range[29], high fre-

quency signals like LiDAR scanners[9] and fiber communication signals[11] can be pro-

cessed in real time, and convolutional neural network models with large input sizes and

relatively small weight tensors can be processed much more quickly than electrical ana-

log acceleration can manage[26]. These signals also propagate through integrated optical

fibers much faster than electricity moves through wires[24], meaning the latency of these

circuits is extremely low. This advantage allows signal processing circuits to be placed
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directly in line with optical fiber without disrupting the speed of signal flow through the

communication line at all[11].

Another benefit of photonic circuitry over electronic is the simplicity and size of

designs for high speed applications. Once electrical traces become long relative to the sig-

nal wavelength, assumptions of constant node voltage are violated, power is reflected back

toward potentially sensitive signal sources if impedances are not matched, and neighboring

traces begin to interfere with one another due to capacitive coupling[4, 16]. By contrast,

neighboring optical waveguides do not interfere with one another so long as the criteria

of total internal reflection are satisfied, and reflected power can be avoided by terminating

unused waveguides with optical absorbers to dissipate any received optical power[24]. In

addition, wavelength division multiplexing allows integrated photonic circuits to route a

large number of signals through the same physical medium, drastically reducing the foot-

print of interconnect circuits between functions on a chip or chips on a circuit board. While

electronics are generally more scalable in terms of compute density with respect to area

due to the need of photonics to satisfy total internal reflection[24, 27, 26, 19], photonics

provides unique advantages that makes smaller, more high performing designs possible.

Power consumption is a unique factor to analyze with photonic computing, be-

cause it achieves computing energy efficiency through different means than electronic com-

puting. Electronic analog computers tend to increase energy efficiency by reducing power

consumed during operation, thus performing the same operations in a comparable amount

of time to a digital computer while consuming less energy per second[19, 41, 43]. Photonic

circuits do tend to consume less power overall compared to digital computers[26], but they

are still out-performed by ultra-low power electrical analog designs. Despite this, photonic

circuits can claim a very low amount of energy required to perform a given operation be-

cause the operation occurs so much more quickly[40]. While this means that photonics

is not very suitable for edge computing the way analog electronics is, server applications

may find photonics to be more efficient in terms of energy per task, especially for tasks that
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require large amounts of data to be processed at once.
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Chapter 2

Interference Cancellation

The material in this chapter is used with permission from Frontiers in Optics /

Laser Science and IEEE Photonics Technology Letters, previously published in Conference

[7], and Journal [8]. ©2023 IEEE

2.1 Introduction

Light detection and Ranging (LiDAR) is a powerful technology for computer vi-

sion and the modeling of 3D space, associated with many emerging technologies like au-

tonomous driving [14]. It uses the constant and measurable travel speed of light to generate

collections of points in space, referred to as ”point clouds,” which can be used to infer the

presence of different objects in said sample space. The most elegant and cost-effective way

to take this measurement is to use short optical pulses, and measure the time between rising

edges, which can be detected using a thresholding mechanism. This method of measuring

distance is primarily referred to as time-of-flight (ToF) LiDAR. While this solution works

well in an optically isolated environment, problems arise when the quality of the signal is

corrupted by external optical interference. This interference can originate from the ambient

electro-optical noise in the environment [33], the emerging presence of free-space optical

(FSO) communication links [47, 13], other LiDAR sensors in the same environment [48],

or even from adversarial actors intending to cause harm with the interference they intro-

duce [49, 50]. The presence of this interference forces LiDAR manufacturers to increase

their transmission power to provide an acceptable Signal-To-Interference Ratio (SIR) in

exchange for more power draw and cost of manufacture. This trade-off limits the viability

of LiDAR sensors in technologies for which they are otherwise very well-suited, and thus

warrants exploration into methods of removing interference from LiDAR signals.
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The current methods for mitigating the effects of interference on LiDAR signals

tend to fall into one of three categories: pattern recognition, digital signal processing, and

physical layer signal processing. Pattern recognition practices in LiDAR signal processing

can create noise immunity by way of making a uniquely identifiable signal to use in place

of a pulse, and then recognizing that signal amongst the interference that it is measured

with [51]. While this does create a system that is more robust to noise, it does add latency

to the system, and is still not immune to noise-related errors in measurement. It also does

nothing to improve the sensor’s vulnerability to adversarial attacks, which can be designed

to mimic any LiDAR signal provided to them without any circuit reconstruction necessary

[49]. With adversarial attacks left intact, the only action that can be taken to prevent their

influence is to detect the data as adversarial and discard it [50]. Digital signal processing

techniques focus more on removing noise from the signal of interest (SOI), by way of

techniques like wavelet domain spatial filtering [52]. These techniques, while effective,

tend to be computationally demanding, adding an amount of latency to the system that may

be incompatible with real-time applications. Additionally, because digital signal processing

techniques require the exact time-domain behavior of the processed signals to be captured,

systems that leverage them are required to have analog-to-digital converters (ADC’s) that

adhere to the LiDAR signal’s Nyquist sampling limit. This enforces a trade-off between

system price and spatial resolution, as the precision of ToF LiDAR and RaDAR signals is

proportional to their pulse width [53]. Physical layer signal processing aims to mitigate

the shortcomings of its digital counterpart by implementing the denoising processes in

analog rather than digital. The removal of the digitization delay and the increased speed

of analog computation results in a negligible addition of latency over the noisy system,

making the ideal choice for time sensitive applications like autonomous driving. Photonic

analog circuitry is particularly effective for these applications, as it can support throughputs

similar to that of optical fiber communication cable, and is versatile enough to handle a

wide variety of tasks, as demonstrated by [54]. Despite this advantage, research on physical
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layer improvements to LiDAR systems has mostly focused on removing noise originating

from the LiDAR system itself [33]. This is likely due to the difficulty of implementing

more complex or time-dependent denoising techniques in analog.

Blind source separation is a method by which a multi-input, multi-output (MIMO)

system can differentiate signals from one another without the need for time or frequency

division multiplexing, and without any prior knowledge of the incoming signals’ charac-

teristics. This is commonly done by way of using the second and fourth order moments

of the signals with respect to one another. This technique generates a de-mixing matrix,

which can be multiplied by the received signal vector to recover the original signals as they

were prior to combination. This method of de-mixing signals is especially elegant, as the

linear transform that separates the signals can be easily implemented in the physical layer

or built into an application-specific integrated circuit, as demonstrated by [12] and [55]

respectively. This technique has been utilized heavily in the field of optical communica-

tions, as it adds next to no latency, and requires sampling of only a small portion of the

mixed signals for the derivation of the de-mixing matrix in the case of static systems [47].

Additionally, because only statistical information about the signal amplitudes is used to

calculate the de-mixing matrices, this technique can be done using sub-Nyquist sampling

circuits. This enables cost-effective noise cancellation in frequency bands for which digital

signal processing techniques would not be feasible [56].

In this paper, we propose a multi-input LiDAR receiver that is capable of removing

interference signals from one another through the use of photonic BSS. The receiver uses

a pair of spatially separated collimator lenses to generate a received signal vector out of

the combination of the LiDAR pulses and all other optical signals. By spatially separating

the lenses, the receiver increases the likelihood of separability of the incoming signals.

The separation of the signals is implemented using a balanced photodetector and optical

tunable attenuators and delays, adding virtually no latency to the measurement of distances

while improving the SIR of the measurements drastically. This system is also compatible
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with sub-Nyquist sampling circuitry, removing the trade-off between spatial resolution and

the cost of the LiDAR receiver. The organization and use case of the proposed system is

illustrated in Figure 5.

Figure 5

Application Scenario of the Proposed System

Note. ASE: Amplified Spontaneous Emission source, BERT: Bit Error Rate Tester, IM: Intensity

Modulator, EDFA; Erbium-Doped Fiber Amplifier, DFB: Distributed Feedback Laser, TA: Tunable

Attenuator, TD: Tunable Delay, BPD: Bipolar Photodiode.
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2.2 Principle and System Setup

2.2.1 Principle: Photonic Blind Source Separation

The mixing of two signals in a MIMO system can be described as a linear trans-

form that adds a scaled version of each of the sent signals together to create each of the

received signals. More formally,


x1

x2


=


a11 a12

a21 a22




s1

s2


(4)

where x1 and x2 are received signals, s1 and s2 are transmitted signals, and the a parameters

are functions with respect to frequency that describe the transmission coefficients of each

signal in the system as it propagates toward one of the receiver ports. These parameters are

often referred to in vector/matrix notation as X, S and A. The ”de-mixing” of these signals

in this model can then be simplified down to performing the inverse of this linear transform,

or more formally,

S = A−1X (5)

where the inverse matrix A−1 is known as the ”de-mixing matrix” for the system. These

matrices can be found using the second and fourth order moment of the received signals

with respect to one another, as described in [12]. This yields the best results if the receivers

are sufficiently spatially separated, such that a11 ̸= a21 and a12 ̸= a22. This strategy of

statistical measurement is compatible with any two arbitrary signals, but ToF LiDAR sig-

nals are a special case that makes this procedure much easier. The following is a general
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equation for the inverse of a 2x2 matrix.


a11 a12

a21 a22



−1

=
1

a11a22 −a21a12


a22 −a12

−a21 a11


(6)

This form shows that a scaled version of s1 can be recovered using only amplitude informa-

tion about s2, which can be measured directly while no LiDAR pulse is being transmitted.

Because the sensor has control over the behavior of s1 and the intent of this system is to

discard s2 after the statistical measurements are complete, measuring a12 and a12 is easily

possible and sufficient to separate the desired signals without requiring any time-consuming

statistical analysis. To de-mix the signals physically, one can simply align the two signals

in time and implement the described de-mixing matrix somewhere along the signal path.

This can easily be done with fiber-bound optical signals using tunable optical delays and

attenuators without changing the throughput of the system at all.

2.2.2 Experimental Setup

Figure 6 shows the experimental setup used to test this system. The LiDAR trans-

mitter is made up of a Distributed Feedback (DFB) laser tuned to 1550nm, a polarization

controller, Erbium-Doped Fiber Amplifier (EDFA), and an optical intensity modulator and

a collimator lens that decouples the light from fiber. The intensity modulator is driven by a

3GHz Bit-Error Rate tester (BERT) that was configured to generate a pulse with a width of

0.33ns and a repetition rate of 3MHz to simulate a LiDAR sensor with a distance resolution

of 48mm. The modulated light is decoupled at an optical power of 16.7dBm and directed

towards a mirror that simulates the target object for the LiDAR sensor, and reflected back to

the dual receiver for use in de-mixing. The interference generator is set up similarly, with

the only change being the light source. For this experiment, a wideband laser was chosen to

22



generate interference signals, in order to simulate the broad spectral contents of signals that

tend to interfere with LiDAR sensors. The optical power of the interference transmitter was

measured to be 16.5dBm The dual receiver is made up of a pair of paths consisting of paral-

lel collimator lenses, tunable attenuators, and tunable delays, terminating in one of the two

inputs of a balanced photodetector. The tunable delays and attenuators in these paths can

be controlled by the signal processing computer automatically, allowing for the implemen-

tation of one of the multiply-accumulate operations that make up the de-mixing transform.

This enables the sensor to separate the LiDAR pulses from the interference signals before

they are used to infer distance. The use of tunable attenuators to implement the transform

coefficients also provides immunity to photodiode saturation by reducing saturation-level

optical signals to a usable amplitude prior to analysis.

Figure 6

System Setup for Testing the Interference Cancelling LiDAR Receiver

Note. ASE: Amplified Spontaneous Emission source, BERT: Bit Error Rate Tester, IM: Intensity

Modulator, EDFA; Erbium-Doped Fiber Amplifier, DFB: Distributed Feedback Laser, TA: Tunable

Attenuator, TD: Tunable Delay, BPD: Bipolar Photodiode.
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For the purposes of this analysis, the separation was computed in software. To

do this, the collimator lenses and mirror in the setup were positioned with the spacings

shown in Figure 7. The one-way distance to the target is 53cm. The dual receiver ports

were positioned close together and aimed parallel to one another, both to simulate the size

constraints of building a sensor, as well as to ensure that drastically different optical powers

are received by the reflection from the mirror. The result of this design decision is a mixing

matrix that is easily separable via the statistical blind-source-separation system detailed in

[12]. The rest of the positions in the diagram were fairly arbitrary.

Figure 7

Position of Optical Lenses and Mirrors in the Experimental Setup
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In its correct position, Receiver 1 received -15.8dBm of optical power from the

LiDAR transmitter and -17.8dBm from the interference transmitter. Receiver 2 received

-21.8dBm from the LiDAR transmitter and -17.4dBm from the interference transmitter.

Once the lenses were positioned, the receiver paths were replaced with photodetectors, and

the transmission spectra of the four paths were measured over the bandwidth from DC to

6GHz with a precision of 3 significant figures. This would allow simulated data to be given

a realistic frequency response that could be used to perform the simulated BSS system

without the need to repeat experiments or change out equipment. These spectra could also

be scaled as necessary in order to simulate different transmission distances and scenarios

2.3 Results and Discussion

Measuring the four transmission paths resulted in the spectra shown in Figure 8.

This figure illustrates the distinct differences between each spectrum. While the interfer-

ence signal spectra are similar in amplitude and shape, the LiDAR spectra are drastically

different in amplitude due to the directionality of the parallel receivers. The interference

signal spectra are also differently shaped from the LiDAR spectra, because of the differ-

ence in spectral contents of the laser sources used to carry the signals. These differences

increase the likelihood of separability of the incoming signals.
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Figure 8

Transmission Spectrum for Each Channel

To test the ability of the BSS system to de-noise the LiDAR signal, two different

types of interference were tested. For the case of interference from wide-band LiDAR

sensors, adversarial devices and/or free-space optical communication devices, a pseudo-

random binary sequence (PRBS) was used to simulate interference. To ensure overlap of

the signals’ spectra, the bit rate of the PRBS signal needed to have a similar bit width

to the pulse width of the LiDAR signal; however, the widths cannot be the same, or the

two signals will be coherent and the separation of the signals will be trivial. To satisfy

both of these conditions, the bit rate of the PRBS signal was chosen to be 2.9GBPS. Once

the signals were sampled, they were rescaled with the spectra sampled from the system,

put through the BSS system, and rescaled such that the peak amplitudes of the SOI and

post-cancellation signal were the same. To demonstrate that this system is compatible with
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all types of LiDAR, the method proposed by [12] was used to compute the de-mixing

transform rather than directly measuring the interference amplitudes. The resulting signals

before and after separation are shown with the noisy signal in Figure 9. This figure shows

the signal after cancellation very closely resembling the ideal SOI. The comparison plot

with the noisy signal shows that, while pulses could not be detected in the mixed signal

using a threshold, they can easily be detected this way in the signal after cancellation.

This separation was calculated to give an average interference rejection ratio of 41.7dBm,

increasing the SIR by 46.5dB and resulting in a post-cancellation SIR of -2.7dB. Time jitter

analysis shows that the distance measurement error caused by this residual interference is

several orders of magnitude below the simulated precision of the sensor.
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Figure 9

Results of De-Mixing With a PRBS Interference Signal

Note. (a) Signal of interest before mixing and after de-mixing. (b) Original, mixed and de-mixed

signals, with SOI’s amplified by 10dB for visibility.

To test the case of environmental interference, a Gaussian distributed noise signal

with a 20GHz sample rate was chosen as the interference signal, and the same test was

repeated. The results of this test are shown in Figure 10. As with the previous test, the

signals were able to be separated sufficiently to allow for threshold detection of the LiDAR

pulses. This separation yielded an average interference rejection ratio of 41.4dB, increasing

the SIR by 42.4dB and resulting in a post-cancellation SIR of -2.4dB. This separation also

yielded negligible distance measurement errors due to residual interference.
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Figure 10

Results of De-Mixing With a Gaussian Noise Interference Signal

Note. (a) Signal of interest before mixing and after de-mixing. (b) Original, mixed and de-mixed

signals, with SOI’s amplified by 10dB for visibility.

The interference rejection ratios of these separations are mainly limited by the fre-

quency responses used to mix the signals. The BSS algorithm can only provide scalars for

de-mixing coefficients, meaning that dissimilar mixing spectra for the same source signal

will result in residual interference in the frequency components that cannot be perfectly

matched. In physical implementations, noise will be accumulated that cannot be cancelled,

further decreasing the maximum rejection ratio and corrupting measurements that could

lead to more inaccurate de-mixing matrix estimation. These limitations scale in severity

with the condition number of the mixing matrix, as demonstrated by [47], though this sys-
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tem is designed to minimize condition number as much as possible. Hardware experiments

using this algorithm, such as the one detailed in [10], report achievable interference rejec-

tion ratios in the order of 30dB.

2.4 Conclusion

We propose a multi-input LiDAR receiver that is capable of cancelling optical in-

terference. This system uses blind source separation to remove interference signals from

LiDAR pulses. The proposed system implements the interference cancellation calculations

in photonic analog circuitry, meaning that the system does not appreciably reduce the sen-

sor’s throughput. This system was tested against wideband interference signals, simulating

both digital and analog interference signals, and showing the potential to reject as much as

40dB of interference. This cancellation allows for threshold detection in scenarios where it

would not be possible otherwise.
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Chapter 3

Variational Neural Networks

The material in this chapter is used with permission from Frontiers in Optics /

Laser Science from content awaiting review.

3.1 Introduction

Neural networks are universal function approximators that can be optimized to ac-

complish a variety of tasks using training data sampled from the approximated data distri-

bution. While it is common to assume that this approximation will hold during deployment

if proper care is taken during training, Out-of-Distribution (OoD) samples and adversarial

attacks have been shown to significantly degrade the performance of models that perform

well on the controlled validation datasets that are used to evaluate them [57]. Bayesian Neu-

ral Networks (BNNs) present a solution to this problem by way of introducing Gaussian-

distributed uncertainty in the weight tensors of the models, which is trained to model the

epistemic uncertainty of the dataset through a modified form of backpropagation. [58]. In

addition to preventing overfitting in a manner comparable to Monte-Carlo Dropout [58,

59, 60], this method provides an estimation of the quality of the prediction in the form of

the variance of the output distribution [61]. This technique also expands the applicability

of a given model, granting the ability to prune redundant weights from the model tensor

for more time sensitive applications[62], as well as the ability to highlight highly sensitive

features of a decision for applications where explainability is necessary[63].

One factor limiting the prevalence of BNNs in machine learning is the difficulty

involved with propagating variances through layers of the network. While matrix-vector

multiplications can be solved empirically using random variable algebra, nonlinearities

in the network are not trivial to propagate Gaussian distributions through. Solving this
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problem robustly requires the propagation of discrete points, either sampled from the dis-

tribution[59] or selected via the unscented transform[61], through the nonlinearities at a

rate of 2N+1, where N is the number of elements in the input vector. This process can

be approximated with random variable algebra using first-order Taylor expansions[64], but

these approximations break down with the use of highly nonlinear activation functions[59].

Even in the best case, execution time is at least doubled that of deterministic neural net-

works, which already struggle to meet the needs of real-time applications like autonomous

driving[6], communication signal processing[11], and robotic control [15].

Analog neural accelerators are an emerging technology dedicated to improving

the throughput and power efficiency of neural network computation. They function by

broadcasting a vector of inputs, encoded as some type of electrical or optical signal, across

an array of tunable attenuators to perform Hadamard products, the results of which are

summed in the circuit to produce a full matrix-vector-multiplication. Different circuit de-

sign paradigms have emerged in recent years, each with its own set of advantages, draw-

backs, architectures, and level of maturity in the current state of the art. Electronic imple-

mentations tend to use variable resistance to perform signal weighting, converting voltage-

encoded inputs to currents for summation and sampling. Memristors are a common and

relatively successful variable resistor used for this task, inspiring architectures like Intel’s

Loihi chip[19]. Other common variable resistors include electronic phase change mate-

rial resistors[21] and floating gate transistors[20], with the latter even seeing some success

in industry applications[43]. Electronic implementations boast high parallelizability, high

precision, compatibility with digital electronics, and extremely low power in comparison

to digital computational circuitry. Photonic implementations encode inputs as optical am-

plitudes, which are weighted with variable optical amplifiers or attenuators, and typically

summed using a broad-wavelength bipolar photodetector. Most implementations use mi-

croring resonators (MRRs) as the variable attenuator[40, 26, 28], though earlier implemen-

tations that focus on temporal pattern recognition utilized silicon optical amplifiers[40, 11]
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and emerging technologies have begun utilizing photonic phase change material attenua-

tors or delays[27, 65]. Photonic implementations boast higher throughputs and lower la-

tency than their electrical counterparts, without requiring impedance matching as inference

rate increases into the RF bands[40, 26], while sacrificing parallelizability and computa-

tional precision[28, 27]. Both paradigms suffer from the stochasticity of physical layer

computing, commonly leading researchers to report model performance relative to the de-

terministic version of a given model when presenting on a new innovation in analog neural

acceleration.

While inconvenient for approximating deterministic neural networks, the inher-

ent stochasticity of analog computational components shows promise for implementing

BNNs. Because analog noise exists in continuous time and across the frequency spec-

trum, it is possible to perform an approximated time-average to measure the variability of

a hidden state in the same amount of time it would take to compute the hidden state while

assuming determinism. To the knowledge of the authors, only one attempt to accelerate

a BNN with analog circuitry has been made[66], but the authors achieve this function by

using two separate photonic matrix multipliers, computing variance with zero mean and

computing mean while assuming zero variance. This technique still leaves the circuit vul-

nerable to computational inaccuracies in the mean calculation, and leaves the variance as

a simulation of what the variability of the neurons would look like if they were treated as

stochastic. In addition, the activation functions are not considered in the sampling of these

signals, leaving the most computationally intensive parts of the model to digital circuitry.

This work proposes a novel detector for analog bayesian neurons which separates the cen-

tral tendency of a computational signal from its variance and detects both from the same

circuit. Because the distribution is reparametrized from the same signal, this method is

compatible with analog activation functions, and can be used after an arbitrary number of

layers to consider non-diagonal elements of the covariance matrix of a hidden layer when

sampling the diagonal elements of the output covariance matrix. A method of injecting
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programmable noises into the circuit is then proposed, and tested in a simulated photonic

neural network using the PyTorch deep learning framework[67] to illustrate the functions

of the method.

3.2 Principle and System Setup

3.2.1 Principle: Variational Density Propagation

Instead of a tensor of constants, BNNs interpret the parameter space as a tensor

of random variables with a prior distribution p(W ). Observing the training data D =

{X (i),y(i)} enables us to infer the posterior distribution p(W |D). With this distribution, we

can predict the distribution of any new datapoint X̃ as the following

p(ŷ|X,D) =
∫

p(ŷ|X,W )p(W |D)dW (7)

Where the mean of this distribution represents the prediction of the network, and

the variance represents the epistemic uncertainty of the model’s prediction of the datapoint.

Unfortunately, this integral is not feasible to compute for high-dimensional nonlinear mod-

els like deep neural networks, so the results can instead be approximated.

Variational inference is a method of training a parametrized variational approxi-

mation qθ (W ) of the posterior distribution. This training method involves minimizing the

Kulback-Leibler (KL) divergence between the variational approximation and the true pos-

terior. This is done through the Evidence Lower Bound (ELBO) loss, which is a refactoring

of the full KL divergence using bayes rule. The quantity can be calculated as

L =−Eqθ (W ) [log(p(D |W )]+KL [p(W ),qθ (W )] (8)

Where the first term is the negative-log-likelihood of the observed dataset appear-

ing in the prediction output distribution, and the second term is the KL-divergence between

the variational approximation parameters and the prior distribution. This prior distribu-
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tion is a design parameter of the training pipeline, with a typical choice being the standard

normal distribution N (0,1)[58, 61, 60].

Modern methods of implementing BNNs in software involve the propagation of

the first and second-order moments of the variational distribution through nonlinear acti-

vation functions through approximations of the corresponding integrals[64, 59, 61]. These

approximation techniques are commonly referred to as Variational Density Propagation

(VDP) techniques. In the continuous-time domain, signal central tendency can be approxi-

mated using a low-pass filter, and variation of a signal with zero mean can be approximated

using a magnitude detector. These approximations will be valid for any variation that occu-

pies the bandwidth above the cutoff frequency of the low-pass filters in the relevant circuits.

To propagate the variation through a layer of an analog neural network, both the weight

and input signals should be composed of a mean signal that occupies the bandwidth be-

low the low-pass filter, and a source of blue Gaussian noise whose signal power is mostly

concentrated above the cutoff of the low-pass filter, preferably with an empty transition

band to avoid frequency smearing due to the time-domain multiplication corresponding to

a frequency-domain convolution. Photonic neural networks (PNNs) are particularly well-

equipped to represent such signals, as the inference bandwidth is largely bottlenecked by

the electrical circuitry[26], allowing for a wide bandwidth of operation above the cutoff of

the anti-aliasing filters used in the sampling circuitry. A system-level diagram illustrating

the proposed operation is shown in Figure 11.
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Figure 11

Variational Density Propagation System Schematic

3.2.2 System Setup

The simulated photonic neural network represents input signals as a pair of optical

amplitudes at different wavelengths, corresponding to positively and negatively weighed in-

puts. Each input is weighed by a separate MRR with a PIN junction modulator, allowing for

an approximate 3dB modulation bandwidth of 5GHz and an approximate 10dB bandwidth

of 10GHz. These wavelengths are multiplexed onto one waveguide, and demultiplexed

into excitatory and inhibitory inputs by a pair of thermally tuned MRRs in a through-drop

resonator configuration tuned to weights of 1 and -1 respectively. For simulation purposes,

the electrical modulation bandwidth of the input rings were applied to digitally synthesized

input signals using FIR filters which were fitted to the measured bandwidths from [29] us-

ing MSE minimization. The electro-optical amplitude transfer function was assumed to be

applied before the modulation bandwidth, such that the simulation had direct control over

the weights, rather than controlling the tuning voltages themselves. The input optical inten-
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sities were assumed to be modulated off chip by optical intensity modulators with 20GHz

modulation bandwidths. The represented architecture is depicted in Figure 12.

Figure 12

Architecture of the Simulated Two-Quadrant Photonic Multiplier Circuit

Note. This schematic was adapted with permission from [29]

The neural network architecture being accelerated consists of three fully-connected

layers, separated by ReLU activation functions to allow for the use of a two-quadrant multi-

plier. The input is a 784-element vector, fitting to the data shape of the MNIST Handwritten

Digits dataset[68]. The first hidden layer had 128 neurons, and the second had 64, before a
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10-neuron classification head. For this experiment, the multiplications were performed us-

ing the low-pass and magnitude detection system depicted in Figure 11, and the activation

functions were propagated through using extended VDP [64]. For comparison, a control

model was trained using random variable algebra for the vector-matrix multiplication. For

the remainder of this work, these models will be labeled ”Photonic VDP” and ”ExVDP”,

respectively. The models were made to minimize the cross-entropy of the classification,

with added penalties for the KL divergence between the weight tensor distributions and the

standard tensor normal distribution, as well as for the log-determinant of the output covari-

ance matrix to encourage minimal output entropy. Both models were trained in batches of

32 images on the MNIST Handwritten Digits dataset[68] using the Adam optimizer[69]

with a learn rate of 0.001 and clamped such that, with 99% confidence, the weight sig-

nals would not exceed the interval (-1,1). Both models were trained for 25 epochs, and

the weight tensors that performed best on the validation dataset were saved for evaluation.

Once trained, the models were subjected to three sets of robustness tests to examine the

behaviors of the variances in each model in response to various corruptions. Because these

tests were made to assess the anomaly detection ability of this method of variational density

propagation, these tests were modeled after [61].

The first test was an assessment of covariate shift. This assessment is performed

by perturbing the test images by a small amount and measuring the difference in average

output variance. This test examines random gaussian noise, as well as the Fast-Gradient-

Sign-Method (FGSM) adversarial attack. The severity of these attacks was measured using

the signal-to-noise ratio (SNR) in dB, where the variance of the pixel values was considered

to be the signal amplitude, and the variance of the perturbation was considered to be the

noise amplitude. This SNR was swept for each perturbation, and the average predictive

variance of each perturbation was measured for all samples, those classified correctly by

the network, and those classified incorrectly due to the perturbation at that SNR.

The next test was intended to examine the ability of the propagated variance signal
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to predict misclassification due to various real-world corruptions that are commonly ob-

served in image processing. To assess this behavior, the network was presented with hand-

written digits corrupted by 8 different corruptions from the MNIST-C robustness bench-

mark [70]. The 8 corruptions used in this assessment were: 1) Dotted Line, 2) Scale, 3)

Spatter, 4) Shear, 5) Shot Noise, 6) Translate, 7) Rotate, 8) Impulse Noise.

The last test assesses the ability of the predictive variance to detect semantic shift.

For this test, the average variance of correctly classified unperturbed samples for each

model was used as a static threshold, as described in [61]. The testing set from the Fashion

MNIST dataset[71] was used as an out of distribution set of samples, which should ide-

ally be detected as anomalous. The detection behavior was evaluated in terms of the true

positive detections, which are defined as Fashion MNIST samples which were correctly de-

tected as anomalous, and false positive detections, which are defined MNIST handwritten

digit samples as that is the intended distribution that the network should generalize to.

3.3 Results and Discussion

Photonic VDP was trained to optimality after 14 epochs, reaching a validation

accuracy of 95.70% on unperturbed handwritten digits and exhibiting a static variance

threshold of 1.1708 ∗ 10−4. ExVDP was trained to optimality after 15 epochs, reaching a

validation accuracy of 96.41% and exhibiting a static variance threshold of 3.5736∗10−4.

These models were subjected to the three robustness evaluations to examine the behaviors

of their predictive variances. The results of the covariate shift experiment are shown in

Figure 13.
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Figure 13

Average Predictive Variance Versus Signal-to-Noise Ratio for Gaussian Noise and Adver-
sarial Attacks

Note. The depicted curves represent the predictive variance for all predicted samples (blue),

correctly classified samples (orange) and misclassified samples (green). a) Extended VDP, as

proposed by [64]. b) The proposed photonic VDP method.

These figures illustrate the correctly classified samples in all cases to have a lower

average predictive variance than incorrectly classified samples, with a very clear distinction

between the groups. Comparing the models, they are shown to be comparably effective at

indicating incorrect classification in the case of Gaussian noise perturbation. As expected in

this case, the more severe perturbations, which stray further from the intended distribution,

exhibit a higher variance. In contrast, the FGSM perturbations actually increase in variance
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with increasing SNR, which seems to run in contrast to the hypothesis of the experiment.

That said, high-severity adversarial attacks are typically able to be detected by other means

like supervised anomaly classification or distribution modeling [72], so the lower severity

attacks are more important to be detected with high predictive variance. Nonetheless, the

incorrectly classified samples did exhibit a higher predictive variance, thus proving that the

anomaly detection behavior works as intended.

The results of the real-world corruptions experiment are shown in Figure 14. This

experiment shows that, in all cases for both models, the predictive variance of correctly

classified samples is lesser than that of incorrectly classified samples, indicating the cer-

tainty of the model in correctly predicting the class. While the average overall predictive

variance of classifications is shown to be smaller with Photonic VDP than the ExVDP base-

line, the Photonic VDP experiment actually was shown to be more effective at cleanly dis-

criminating incorrectly classified samples from correctly classified ones on average. This

is indicated by the fact that there are less correct average variances that are higher than

another category’s incorrect average variance. This evidence would suggest that a thresh-

olding method might be able to cleanly separate samples for which the model incorrectly

predicts the class from those which are correctly predicted, regardless of corruption type,

whereas ExVDP varies from type-to-type with corruptions much more, not allowing a sin-

gle threshold to be defined as the variance of an incorrect classification.
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Figure 14

Average Predictive Variance for 8 Different Corruptions from MNIST-C

Note. The depicted curves represent the predictive variance for correctly classified samples (blue)

and misclassified samples (orange). a) Extended VDP, as proposed by [64]. b) The proposed

photonic VDP method.

The results of the semantic shift experiment are shown in Figure 15. As with

the previous tests, this figure shows both methods to be capable of discriminating in-

distribution from out-of-distribution samples. With perfect behavior, a network would

have no false positive detections and detect all 10,000 samples in Fashion MNIST as truly

anomalous. Using these criteria, Photonic VDP is shown to slightly under-perform com-
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pared to the ExVDP baseline. This is likely due to the low average predictive variance as

observed in the previous tests, both leading to anomalous samples being less dramatically

uncertain, as well as causing the static threshold for detection to be lower, thus collecting

more false positive detections.

Figure 15

Evaluation Under Semantic Shift

Note. True positive detections are Fashion MNIST samples that were correctly detected as

anomalous. False positive detections are samples from the MNIST Handwritten Digits dataset that

were incorrectly detected as anomalous.
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Low predictive variance is a common problem between experiments for the Pho-

tonic implementation. It is possible that the uncertainty is learned to be small so as to ensure

that the measured mean more accurately represents the theoretical mean of the propagation.

This hypothesis is supported by findings comparing ExVDP to other variational density

propagation methods [61], as the quality of the probability density estimate is shown to di-

rectly affect the allowable predictive variance during training. Findings from this work also

observe that estimation methods can be improved by increasing the number of samples con-

sidered for each random variable. In the time-continuous equivalent of time-invariant dis-

crete variational density propagation, an increase in sample size corresponds to an increase

in electrical bandwidth of the operating devices and/or the whitening of naturally pink elec-

trical noise. With the direct-digital-synthesis method used in this simulation, increasing the

number of samples would violate the Nyquist sampling limit, but time-continuous noise

sources like diode shot noise, ASE beating noise, or Johnson-Nyquist noise in resistive

devices can be whitened and programmed simultaneously with an active high-pass filter.

Using these time-continuous noise sources would likely result in a better estimate of the

variational dynamics in practice, and also drastically reduce the computational complex-

ity of the algorithm by removing random number generation, frequency filtration and time

domain multiplication from the supporting software of the control system.

The major benefits of the proposed VDP method come in the form of execution

speed. Deterministic convolutional neural networks implemented using digital electronic

and analog photonic neural accelerators have been shown to out-pace early GPU technolo-

gies by speed-up factors between 1.4x and 7x[26], with improvements still to be made [73].

Key to this design is the encoding of parameter noise in frequency bands above the cutoff

of the anti-aliasing filters of the ADC bottlenecks, which should allow for variational in-

ference with no decrease in throughput compared to the deterministic method of inference,

so long as mean and variance can be sampled in parallel. This means that implementing

the proposed VDP method in a photonic convolution core would allow for variational in-
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ference at a faster rate than the benchmark GPUs could perform deterministic inference.

In exchange for this speed, the sampling circuitry increases in complexity, and the num-

ber of necessary sampling resources doubles. In addition, some method of generating and

programming noise must be added, doubling the number of DACs necessary. Digital con-

trol signal synthesis consumes the majority of power in photonic convolution cores, so

this increase in hardware demand results in an increase in estimated power consumption

of roughly 1.6x (150W-183W from 95W-112W), using power calculations from [26] and

assuming comparatively negligible costs due to the actual noise generation circuitry. Even

with this increase in power consumption, the proposed method still consumes less power

than the benchmark GPUs.

3.4 Conclusion

We proposed and simulated a method of leveraging high speed modulators in

photonic neural accelerators to perform variational inference, considering device noises

in the computation of central tendency and variation. This method was shown to exhibit

the anomaly detection behaviors of variational inference in a comparable manner to state-

of-the-art digital variational density propagation methods while theoretically operating at

speeds faster than parallelized digital deterministic inference. The added functionality

comes at the cost of a roughly 1.6x increase in power consumption over deterministic

photonic inference, which remains less than the power consumption of traditional GPU

architectures.
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Chapter 4

Conclusions

This thesis thoroughly reviewed technologies from analog computing in general,

and photonic computing in particular. The reviewed contributions demonstrate novel so-

lutions for solving complex matrix and tensor processing tasks, and verify their validity

through software simulation. These solutions leverage the natural advantages of integrated

photonics, allowing for elegance of design and the use of resources that are not available in

other computing paradigms, as advocated for in Chapter 1.

Chapter 2 addresses the problem of interference in LiDAR sensors. The preva-

lence of this problem has as of yet required commercial LiDAR sensors to operate at un-

desirably high powers to overcome the noise floor of the environments in which they are

intended to operate. LiDAR sensors are also found to be vulnerable to jamming adversarial

attacks, and incompatible with free space optical communication links or ranging pulses

from other LiDAR sensors in the area. By changing LiDAR receivers to be multi-input,

it became possible to strongly reject optical interference through the use of physical layer

blind-source separation. This operation can be implemented on a photonic circuit posi-

tioned at the input of the LiDAR sensor, operating on the received signals before they are

down-converted to electrical signals, thus adding effectively no latency to the system. This

process can be accomplished with independent component analysis, though it was observed

that time-of-flight LiDAR sensors need not perform such expensive statistical analyses as

they can simply minimize interference in the absence of a ranging pulse before transmitting

one.

Chapter 3 focuses on the implementation of emerging Bayesian neural networks

using photonic neural accelerators. These networks are notoriously costly to implement

digitally due to the time complexity of digitally approximating probability distributions,
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leading to the under-exploration of their advantages in the machine learning industry. By

leveraging unused bandwidth in common photonic neural accelerator architectures, these

expensive distribution approximation integrals can be performed as high-speed analog op-

erations. This not only eliminates the slow down incurred by considering uncertainty in

neural network inference, but actually stands to accelerate inference over that of determin-

istic digital inference by using an already faster neural network co-processor. This benefit

is made possible at the cost of an increase in power consumption over deterministic pho-

tonic inference, but this increased power consumption still leaves the neural accelerator

more power efficient than a digital matrix processor in addition to performing faster.
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